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a b s t r a c t 

Dynamic Ensemble Selection (DES) techniques aim to select only the most competent classifiers for the 

classification of each test sample. The key issue in DES is how to estimate the competence of classifiers 

for the classification of each new test sample. Most DES techniques estimate the competence of classi- 

fiers using a given criterion over the set of nearest neighbors of the test sample in the validation set, 

these nearest neighbors compose the region of competence. However, using local accuracy criteria alone 

on the region of competence is not sufficient to accurately estimate the competence of classifiers for the 

classification of all test samples. When the test sample is located in a region with borderline samples of 

different classes (indecision region), DES techniques can select classifiers with decision boundaries that 

do not cross the region of competence, assigning all samples in the region of competence to the same 

class. In this paper, we propose a dynamic selection framework for two-class problems that detects if a 

test sample is located in an indecision region and, if so, prunes the pool of classifiers, pre-selecting clas- 

sifiers with decision boundaries crossing the region of competence of the test sample (if such classifiers 

exist). After that, the proposed framework uses a DES technique to select the most competent classi- 

fiers from the set of pre-selected classifiers. Experiments are conducted using the proposed framework 

with 9 different dynamic selection approaches on 40 classification datasets. Experimental results show 

that for all DES techniques used in the framework, the proposed framework outperforms DES in classifi- 

cation accuracy, demonstrating that our proposal significantly improves the classification performance of 

DES techniques, achieving statistically equivalent classification performance to the current state-of-the-art 

DES frameworks. 

© 2017 Elsevier Ltd. All rights reserved. 

1. Introduction 

Multiple Classifier Systems (MCS) [1] combine classifiers ex- 

pecting that several classifiers outperform any single base classifier 

in classification accuracy [2] , [3] . Several studies present MCS as 

an alternative to increase classification accuracy in many pattern 

recognition tasks, such as image labeling [4] , handwritten recog- 

nition [5] , signature verification [6] , recommendation systems [7] , 

banking [8] , and face recognition [9] . 

MCS has three general phases [10] : (1) generation, in which the 

training set is used to generate a pool of classifiers; (2) selection, 

in which a subset of the pool of classifiers is selected to perform 

the classification, we refer to this subset of classifiers as ensemble 

of classifiers; (3) combination (or integration), in which the final 

decision is made based on the predictions of the classifiers. 
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The selection phase can be either static or dynamic. In static 

selection, the selection of classifiers is performed in the train- 

ing phase. In dynamic selection, the selection of classifiers is per- 

formed for each new test sample in the classification phase. Re- 

cent works have shown that dynamic selection techniques achieve 

higher classification accuracy than static selection techniques, es- 

pecially on ill-defined problems [10] , [11] , [12] . Dynamic selection 

can be either Dynamic Classifier Selection (DCS) [13] or Dynamic 

Ensemble Selection (DES) [11] . DCS selects one single classifier for 

the classification of each new test sample, and DES selects one or 

more classifiers for the classification of each new test sample. Since 

DCS is a specific case of DES, in this paper, we refer both as DES. 

DES techniques rely on the assumption that different classifiers 

are competent (“experts”) in different local regions of the feature 

space. For this reason, given a test sample x query and a pool of clas- 

sifiers C , dynamic selection techniques try to select the most com- 

petent classifier c , or an ensemble of competent classifiers C ′ , C ′ ∈ 

C , for the classification of x query . The key issue in DES is how to 

estimate the competence of a base classifier for the classification 

of a new test sample. Many DES techniques [11] , [14] , [15] , [16] , 
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[17] estimate the competence of a classifier c for the classification 

of a test sample x query using the accuracy of the classifier c on a set 

of labeled samples similar to x query , obtained using the K-Nearest 

Neighbors (KNN) on the validation set D SEL . The set of K nearest 

neighbors of x query in D SEL is called the region of competence ( �) 

of x query . 

According to Britto et al. [10] , most DES techniques use some 

criteria on the region of competence of the test samples to esti- 

mate the competence of base classifiers. META-DES [18] , a recent 

DES framework published after the survey [10] , achieved the high- 

est DES classification performance to this date, and it also uses the 

region of competence to extract meta-features that are used to pre- 

dict the competence of base classifiers. So, a crucial issue in the 

design of DES techniques is the definition of the region of com- 

petence. We expect that the better the region of competence, the 

higher the precision of DES systems. 

State-of-the-art DES techniques do not take into account the ex- 

istence of different scenarios when estimating the competence of 

a classifier for the classification of a test sample using its region of 

competence. Given a test sample and a classifier, the test sample 

can be located in a region where almost all samples belong to the 

same class (safe region), or in a region where samples belong to 

more than one class (indecision region), and the classifier can have 

its decision boundary crossing or not crossing the region of compe- 

tence of the test sample. Based on that, Fig. 1 presents 4 scenarios, 

given a test sample x query , a region of competence � , and a clas- 

sifier c : (I) x query located in a safe region, and c ’s decision bound- 

ary crossing � . (II) x query located in a safe region, and c ’s decision 

boundary not crossing � . (III) x query located in an indecision region, 

and c ’s decision boundary crossing � . (IV) x query located in an in- 

decision region, and c ’s decision boundary not crossing � . Where 

� is the test sample ( x query ), the dotted circle delimits the region 

of competence, the markers “ ” and “ ” are samples from differ- 

ent classes, the continuous straight line is the decision boundary 

of the classifier c . 

Scenarios I and II ( Fig. 1 (a) and 1 (b)) show a test sample � lo- 

cated in a safe region (all samples in the region of competence of 

the test sample are from the class “ ”). In Scenario I, the decision 

boundary of the classifier c crosses the region of competence, and 

c correctly classifies 20% of the samples in the region of compe- 

tence. In Scenario II, the decision boundary of the classifier c does 

not cross the region of competence, and c correctly classifies 100% 

of the samples in the region of competence. A scenario with the 

classifier c not crossing the region of competence of the test sam- 

ple � and c misclassifying all samples in the region of competence 

of the test sample was not detailed because any accuracy based 

DES technique estimates the competence of such classifier as 0.0, 

and therefore, such classifier is never selected. This shows that, in 

safe regions, classifiers with decision boundaries not crossing the 

region of competence have higher competence estimation, mean- 

ing accuracy based DES techniques are sufficient to estimate the 

competence of base classifiers when the test sample is located in 

a safe region. 

Scenarios III and IV ( Figs. 1 (c) and 1 (d)) show a test sample � 

located in an indecision region (samples from different classes “ ”

and “ ” in the region of competence of the test sample). In Sce- 

nario III, the decision boundary of the classifier c crosses the re- 

gion of competence of the test sample, and c correctly classifies 

60% of the samples in the region of competence. In Scenario IV, 

the decision boundary of the classifier c does not cross the region 

of competence of the test sample, and c correctly classifies 60% of 

the samples in the region of competence. Since the classifiers from 

Scenarios III and IV have the same classification accuracy (60%), ac- 

curacy based competence estimation schemes gives the same com- 

petence estimative to them, even though the classifier c from Sce- 

nario III is more competent because it correctly classifies samples 

of the different classes in the region of competence, and the classi- 

fier c from Scenario IV classifies all samples in the region of com- 

petence as being from the same class (“ ”). 

The scenarios from Fig. 1 show that depending on the type of 

region in which the test sample x query is located and whether the 

decision boundary of the classifier c crosses the region of compe- 

tence or not, the criteria used by DES techniques are not enough to 

decide if c is locally competent for the classification of x query . Our 

hypothesis is that, when the test sample is located in an indecision 

region, performing the selection of classifiers from a subset of the 

pool containing only classifiers with decision boundaries that cross 

the region of competence of the test sample (if such classifiers ex- 

ist) is a promising dynamic selection approach. 

In this paper, we propose a dynamic ensemble selection frame- 

work for two-class classification problems. The framework is di- 

vided into three phases: (1) Overproduction, where the framework 

generates the pool of classifiers; (2) Region of Competence Defi- 

nition, where the framework defines the region of competence of 

each new test sample; (3) Selection, where the framework selects 

locally competent classifiers for the classification of each new test 

sample. The Selection phase is divided in three main steps: In- 

decision Region Detection, Dynamic Pruning, and Dynamic Selec- 

tion. The Indecision Region Detection step decides if the test sam- 

ple is located in an indecision region. The Dynamic Pruning step 

pre-selects locally competent classifiers by removing (or “pruning”) 

classifiers with decision boundaries that do not cross the region of 

competence of the test sample when the test sample is located 

in an indecision region, if no classifier has decision boundaries 

crossing the region of competence, the Dynamic Pruning step pre- 

selects all classifiers. The Dynamic Selection step selects the most 

competent classifiers from the set of pre-selected classifiers for the 

classification of the test sample using any DES technique. 

In the experiments, we evaluated the proposed framework with 

9 dynamic selection schemes from the literature using 40 datasets 

from KEEL [19] , and compared the framework with 3 state-of- 

the-art DES approaches, named: Randomized Reference Classifier 

(RRC) [20] , META-DES [18] , and META-DES.Oracle [21] . The results 

showed that the proposed framework outperforms DES, for all DES 

techniques used in our experiments, demonstrating that the frame- 

work significantly improves the classification accuracy of Multiple 

Classifier Systems. Also, using simple DES techniques in the dy- 

namic selection step, the proposed framework was able to achieve 

statistically equivalent performance to the current state-of-the-art 

DES frameworks from the literature. These results were confirmed 

by Wilcoxon Signed Rank Test [22] , Sign Test [23] , Friedman test 

[24] , and Nemenyi post hoc test [25] . 

This paper is organized as follows: Section 2 presents the 

problem statement. Section 3 presents the proposed frame- 

work. Section 4 presents the experimental study. Finally, 

Section 5 presents the conclusion. 

2. Problem statement 

In this section, we define indecision regions ( Section 2.1 ), and 

show that DCS ( Section 2.2 ) and DES ( Section 2.3 ) techniques have 

problems evaluating the competence of classifiers and selecting 

competent classifiers for the classification of test samples located 

in indecision regions. 

2.1. Indecision regions 

According to García et al. [26] , there are three types of test sam- 

ples ( Fig. 2 ): safe samples, borderline samples, and noisy samples. 

Safe samples (labeled as S) are located in a neighborhood of sam- 

ples with relatively homogeneous class labels. Borderline samples 

(labeled as B) are located in areas surrounding classes boundaries, 
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