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a b s t r a c t 

Randomization-based techniques for classifier ensemble construction, like Bagging and Random Forests, 

are well known and widely used. They consist of independently training the ensemble members on ran- 

dom perturbations of the training data or random changes of the learning algorithm. We argue that ran- 

domization techniques can be defined also by directly manipulating the parameters of the base classifier, 

i.e., by sampling their values from a given probability distribution. A classifier ensemble can thus be built 

without manipulating the training data or the learning algorithm, and then running the learning algo- 

rithm to obtain the individual classifiers. The key issue is to define a suitable parameter distribution for a 

given base classifier. This also allows one to re-implement existing randomization techniques by sampling 

the classifier parameters from the distribution implicitly defined by such techniques, if it is known or can 

be approximated, instead of explicitly manipulating the training data and running the learning algorithm. 

In this work we provide a first investigation of our approach, starting from an existing randomization 

technique (Bagging): we analytically approximate the parameter distribution for three well-known classi- 

fiers (nearest-mean, linear and quadratic discriminant), and empirically show that it generates ensembles 

very similar to Bagging. We also give a first example of the definition of a novel randomization technique 

based on our approach. 

© 2017 Elsevier Ltd. All rights reserved. 

1. Introduction 

Ensembles methods have become a state-of-the-art approach 

for classifier design [1,2] . Among them, ensemble construction 

techniques based on randomization are well-known and widely 

used, e.g., Bagging [6] , Random Subspace Method [3] , Random 

Forests [4] , and the more recent Rotation Forests [7] . Random- 

ization techniques have been formalized in [4] as independently 

learning several individual classifiers using a given learning algo- 

rithm, after randomly manipulating the training data or the learn- 

ing algorithm itself. For instance, Bagging and Random Subspace 

Method consist in learning each individual classifier respectively 

on a bootstrap replicate of the original training set, and on a ran- 

dom subset of the original features; Random Forests (ensembles 

of decision trees) combine the bootstrap sampling of the original 

training set with a random selection of the attribute of each node, 

among the most discriminative ones. 
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The main effect of randomization techniques, and in particular 

Bagging, is generally believed to be the reduction of the variance of 

the loss function of a base classifier. Accordingly, they are effective 

especially for unstable classifiers, i.e., classifiers that exhibit large 

changes in their output as a consequence of small changes in the 

training set, like decision trees and neural networks, as opposed, 

e.g., to the nearest neighbor classifier [6] . It is worth noting that 

randomization techniques operate in parallel , contrary to another 

state-of-the-art approach, boosting, which is a sequential ensemble 

construction technique [8] . 

In this work we propose a new approach for defining random- 

ization techniques, inspired by the fact that existing ones can be 

seen as implicitly inducing a probability distribution on the param- 

eters of a base classifier. Accordingly, we propose that new ran- 

domization techniques can be obtained by directly defining a suit- 

able parameter distribution for a given classifier, as a function of 

the training set at hand; an ensemble can therefore be built by 

directly sampling the parameter values of its members from such 

a distribution, without actually manipulating the available training 

data nor running the learning algorithm. In this way, an ensem- 

ble can be obtained even without having access to the training set, 

but having access only to a pre-trained classifier. Some informa- 

tion about the training set, such as mean and covariance matrix, 
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Table 1 

Summary of the notation used in this paper. 

Symbol Meaning 

X , Y Feature space and class label set 

(x i , y i ) ∈ X × Y Feature vector and label of the i -th instance 

T Training set 

L Learning algorithm 

h : X �→ Y Individual classifier 

R Randomization technique 

�R Random variable associated to R 

�( �R ) Random variable of the classifier parameters associated to R 

μ, � True mean and covariance matrix 

m , S Sample mean and covariance matrix 

is enough to apply our method, and it could be obtained from a 

pre-trained classifier. 

Our approach also allows a different implementation of existing 

randomization techniques. If the distribution induced by a given 

technique on the parameters of a given base classifier is known or 

can be approximated, one could build an ensemble as described 

above, instead of running the corresponding procedure and then 

the learning algorithm. 

As mentioned above, the key issue of our approach is to de- 

fine a suitable parameter distribution for a given base classifier, 

i.e., capable of providing a trade-off between accuracy and diver- 

sity of the resulting classifiers which is advantageous in terms of 

ensemble performance. To our knowledge no previous work inves- 

tigated the distribution of classifier parameters induced by ran- 

domization techniques, which is not a straightforward problem. To 

take a first step in this direction, in this work we start from the 

analysis and modeling of the distribution induced by one of the 

most popular techniques, Bagging, on base classifiers that can be 

dealt with analytically: the nearest mean, linear discriminant, and 

quadratic discriminant classifiers. We then assess the accuracy of 

our model by comparing the corresponding, empirical parameter 

distribution with the one produced by Bagging. The results of our 

analysis, that have to be extended in future work to other base 

classifiers and randomization techniques, are aimed at obtaining 

insights on the parameter distributions induced by existing ran- 

domization techniques, and thus hints and guidelines for the def- 

inition of novel techniques based on our approach. We give a first 

example of the definition of a new randomization technique, start- 

ing from our model of the distribution induced by Bagging on the 

classifiers mentioned above. 

The rest of this paper is structured as follows. In Section 2 we 

summarize the main relevant concepts about randomization tech- 

niques and Bagging. We then present our approach and describe 

the considered base classifiers in Section 3 . In Section 4 we model 

the parameter distribution induced by Bagging on such classifiers. 

In Section 5 we empirically evaluate the accuracy of our model, 

and give an example of the definition of new randomization tech- 

niques based on our approach. In Section 6 we discuss limitations 

and extensions of our work. 

2. Background 

The notation used in this paper is summarized in Table 1 . We 

shall use Greek letters to denote probability distribution parame- 

ters, and Roman letters for other quantities, including estimated 

distribution parameters (statistics); vectors in Roman letters will 

be written in bold. For a given statistic a estimated from a training 

set we shall denote by a ∗( j ) its j -th bootstrap replicate, and with 

a ∗ the corresponding random variable. 

Randomization techniques for ensemble construction can be 

formalized as follows [4] . Given a feature space X ⊆ R 

d , a set of 

class labels Y, a training set T = { (x i , y i ) } n i =1 
, where x ∈ X and 

y ∈ Y, a base classifier and its learning algorithm L , a randomiza- 

tion technique R independently learns N different classifiers h j ( · ; 

θ j ), j = 1 , . . . , N, by repeatedly calling L , where θ1 , . . . , θN are inde- 

pendent and identically distributed (i.i.d.) realizations of some ran- 

dom variable �R . In practice, the above idea can be implemented 

by introducing some randomness into the training process of the 

individual classifiers, by manipulating either the training data or 

the learning algorithm, or both. 

As an example, we focus here on the popular Bagging tech- 

nique. It has been originally devised for regression tasks, with the 

aim of reducing the variance of the expected error (mean squared 

error) of a given regression algorithm, and has been extended to 

classification algorithms [6] . According to the above formalization, 

the corresponding random variable �R is associated with the boot- 

strap sampling procedure: its values correspond to the possible 

bootstrap replicates T ∗ of the original training set T of size n , ob- 

tained by randomly drawing with replacement n instances from it 

(hence the name “Bagging”, which is an acronym for “bootstrap 

aggregating”). Each base classifier h j , j = 1 , . . . , N, is learned on a 

bootstrap replicate T ∗
j 
, and can be also denoted as h j (·; T ∗

j 
) . The 

ensemble prediction is usually obtained by majority voting. For 

base classifiers that output a real-valued score, simple averaging 

can also be used [6] . 

As the ensemble size N increases, its output approaches the 

asymptotic Bagging prediction, which, when majority voting is 

used, is defined as: 

y ∗ = arg max 
y ∈Y 

P [ h (x ; T ∗) = y ] . (1) 

Several authors (e.g., [6,9,10] ) have shown that ensembles of 10 to 

25 “bagged” classifiers attain a performance very similar to the one 

of larger ensembles, and thus of the asymptotic Bagging. This is a 

useful, practical guideline to attain a trade-off between computa- 

tional (both space and time) complexity and classification perfor- 

mance. 

Since [6] , Bagging is known to be effective especially for un- 

stable classifiers like decision trees and neural networks. In partic- 

ular, it mainly works by reducing the variance component of the 

loss function (usually, the misclassification probability) of a given 

base classifier [11,12] . Other explanations have also been proposed; 

for instance, in [13] it has been argued that Bagging equalizes the 

influence of training instances, and thus reduces the effect of out- 

liers; this is due to the fact that every instance in T has a probabil- 

ity of about 0.632 of appearing in a bootstrap replicate, and thus 

each outlier is present on average only in 63% of them. 

A thorough analysis of the stabilizing effect of Bagging has been 

carried out in [9,14] for the Linear Discriminant and the Nearest 

Mean classifiers. Their degree of instability was found to depend 

also on the training set size n : the smaller the training set, the 

higher the instability, which in turn worsens classification perfor- 

mance. In particular, the above classifiers turned out to very un- 

stable (thus exhibiting a maximum of the generalization error) for 

critical values of n around the number of features d , and Bagging 

was capable of improving their performance only under this con- 

dition. 

In Section 4 we shall analyze and model the parameter distri- 

bution induced by Bagging on some base classifiers, including the 

ones considered in [9,14] , as a first step toward the development of 

novel randomization techniques based on the definition of suitable 

parameter distributions. 

3. A parameter randomization approach for ensemble 

construction 

Consider a given classification algorithm, e.g., a parametric lin- 

ear classifier with discriminant function w 

� · x + w 0 implemented 
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