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Highlights 

 

 A novel algorithm based on random forests with surrogate splits is proposed to address the 

classification problem of incomplete data without imputation. 

 The algorithm allows each tree to cast a vote even the voting process is interrupted by 

missing attributes. 

 Experimental results on various acknowledged datasets show that the proposed method is 

robust and efficient. 
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