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a b s t r a c t

The dimensionality reduction methods based on linear embedding, such as neighborhood preserving
embedding (NPE), sparsity preserving projections (SPP) and collaborative representation based projec-
tions (CRP), try to preserve a certain kind of linear representation for each sample after projection.
However, in the transformed low-dimensional space, the linear relationship between the samples may
be changed, which cannot make the linear representation-based classifiers, such as sparse representa-
tion-based classifier (SRC), to achieve higher recognition accuracy. In this paper, we propose a new linear
dimensionality reduction algorithm, called Regularized Coplanar Discriminant Analysis (RCDA) to ad-
dress this problem. It simultaneously seeks a linear projection matrix and some linear representation
coefficients that make the samples from the same class coplanar and the samples from different classes
not coplanar. The proposed regularization term balances the bias from the optimal linear representation
and that from the class mean to avoid overfitting the training data, and overcomes the matrix singularity
in solving the linear representation coefficients. An alternative optimization approach is proposed to
solve the RCDA model. Experiments are done on several benchmark face databases and hyperspectral
image databases, and results show that RCDA can obtain better performance than other dimensionality
reduction methods.

& 2016 Published by Elsevier Ltd.

1. Introduction

In many fields of pattern classification, such as face recognition,
hyperspectral image classification, object categorization, action
recognition and target detection, the original data is usually pro-
vided in high-dimensional form, while the underlying structure in
many cases can be characterized by a small number of features.
Dimensionality reduction (DR) is necessary and helpful for classi-
fication. In the past decades, many useful techniques for DR have
been developed, such as principal component analysis (PCA) [1],
linear discriminant analysis (LDA) [2], Fisherface [3], maximum
margin criterion (MMC) [4], regularized discriminant analysis
(RDA) [5], locality preserving projections (LPP) [6], and marginal
fisher analysis (MFA) [7].

In recent years, researchers proposed a number of methods to
improve the above traditional DR methods. Lu et al. proposed a
parametric regularized LPP [8], which results in better locality
preserving power. Deng et al. proposed a transform-invariant PCA
[9], characterizing accurately the intrinsic structures of the human
face that are invariant to the in-plane transformations. Lu et al.
proposed a sparse exponential family PCA method [10], to achieve
simultaneous dimension reduction and variable selection for bet-
ter interpretation of the results. Oh et al. presented a generalized
mean PCA [11], overcoming the problem that PCA is prone to
outliers included in the training set. Abou-Moustafa et al. pre-
sented a Pareto LDA [12], to maximize each pairwise distance to
maximally separate all class mean. Ghassabeh et al. proposed a
fast incremental LDA [13], which accelerates the convergence rate
of the incremental LDA algorithm. Ren et al. proposed the outlier
Suppressing LDA [14], exploring the importance of the sample it-
self in building the optimal subspace. Wang et al. proposed a semi-
supervised LDA [15], which can use limited number of labeled data
and a quantity of the unlabeled ones for training. Ji et al. proposed
a relevance MFA [16], to model the pairwise constraints of re-
levance-link and irrelevance-link into the relevance graph and ir-
relevance graph.

The above DR methods all consider the property about
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Euclidean distance between pairwise points, while there are some
DR methods which consider the property about the distance be-
tween a sample and the linear combination of other samples,
called linear embedding property, such as neighborhood preser-
ving embedding (NPE) [17], sparsity preserving projections (SPP)
[18,19] and collaborative representation based projections (CRP)
[20]. NPE [17] represents each data point as a linear combination
of the neighboring points. Then it finds an optimal embedding
such that the neighborhood structure can be preserved in the
subspace. Recently, many discriminative versions of NPE have
been proposed, such as neighbourhood preserving discriminant
embedding (NPDE) [21] and double adjacency graphs-based dis-
criminant neighborhood embedding (DAG-DNE) [22]. Different
from NPE, where the nearest neighbors are manually chosen, SPP
[18,19] automatically constructs a graph. It aims to preserve the
sparse linear reconstructive relationship of the data, which is
achieved by minimizing a l1 regularization objective function.
Because SPP is unsupervised too, recently, some works consider its
discriminative version, such as LDSNPE [23], GDSNPE [24], dis-
criminative SPP [25] and sparse discriminative multi-manifold
embedding (SDMME) [26]. Like SPP, CRP [20] aims to preserve the
collaborative representation based reconstruction relationship of
data. CRP is much faster than SPP since CRP calculates the objec-
tive function with l2 regularization while SPP calculates the ob-
jective function with l1 regularization.

NPE, SPP and CRP try to preserve a certain kind of linear re-
presentation for each sample after projection. However, in the
transformed low-dimensional space, the linear relationship be-
tween the samples may be changed. In other words, the linear
representation coefficients in the original high-dimensionality
space for a sample may be different from those in the transformed
low-dimensional space. But the classifiers work in the transformed
space. Recently, sparse representation based classifier (SRC) has
been successfully used in pattern classification [27,28], and there
are many works to extend SRC [29–33]. SRC first codes a testing
sample as a sparse linear representation of all the training sam-
ples, and then classifies the testing sample by evaluating which
class leads to the minimum representation error. SRC supposes
that the sparse nonzero representation coefficients concentrate on
the training samples with the same class label as the testing
sample. In other words, a testing sample should be linearly re-
presented by the samples from the same class better than those
from other classes to achieve higher recognition accuracy. The
dimensionality reduction methods based on linear embedding
meet the characteristic of SRC at a certain degree, but their per-
formances are still limited, because the linear relationship be-
tween the samples may be changed in the transformed low-di-
mensional space.

To achieve better performance based on SRC, Yang et al. pro-
posed a method called SRC steered discriminative projection
(SRCDP) [34]. Observing that SRC adopts a class reconstruction
residual-based decision rule, SRCDP maximizes the ratio of be-
tween-class reconstruction residual to within-class reconstruction
residual in the transformed low-dimensional space. But the
within-class reconstruction residual is too big to be minimized by
projection, and it is influenced by the samples from different
classes, which limits SRCDP to achieve better performance. To
design a more effective DR method for SRC, we propose a new
method called regularized coplanar discriminant analysis (RCDA).

The contributions of this paper are listed as follows:

1. We propose the coplanar projection model, which simulta-
neously finds a projection matrix and some linear representa-
tion coefficients such that the sample from the same class in the
same hyperplane as much as possible.

2. We propose the model of regularized coplanar discriminant

analysis (RCDA). RCDA makes the samples from the same class
coplanar and the samples from different classes not coplanar.
The linear representation coefficients are regularized by the
proposed mean l2 norm, which can balance the bias from the
optimal linear representation and that from the class mean to
avoid overfitting the training data, and overcomes the matrix
singularity in solving the linear representation coefficients.

3. We propose an optimization algorithm to solve the model of
RCDA, which alternatively calculates the projection matrix and
the linear representation coefficients.

The remainder of the paper is organized as follows. In Section
2, we describe the proposed method in detail. In Section 3, we
give some analyses of the proposed method. The experimental
results are given in Section 4. Finally, the conclusion is provided in
Section 5.

2. The proposed method

In this section, we describe the proposed method in detail.
First, we discuss the basic idea of the proposed method in Section
2.1, only concerning the within-class representation for con-
venience. Then we propose the RCDA model by considering a su-
pervised version of the model in Section 2.2. The corresponding
optimization algorithm is proposed in Section 2.3.

2.1. RCDA: basic idea

The objective of the proposed method is to find a linear pro-
jection matrix that reduces the error of the within-class linear
representation while preserves the error of the between-class
linear representation in the transformed space.

2.1.1. Coplanar projection
To facilitate describing our method, we first discuss the within-

class representation of ith training sample xi. Let
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w training samples from the same class as xi except xi. We

want to simultaneously find a projection matrix ∈ ×W Rm d and
within-class linear representation coefficients βi

w for each training
sample such that the error of within-class linear representation is
minimized after linear transformation, i.e:
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where =W W IT , I is the identity matrix, and βw denotes all the
linear representation coefficients { }β | = …i n1, ,i

w .
Note that the linear representation coefficients are calculated in

the transformed lower-dimension space where the classifier ac-
tually works, instead of original space. Because the linear re-
lationship between the samples may be changed after linear
transformation, it will be more accurate to calculate the linear
representation coefficients in the transformed space. If each
sample can be linearly represented by the samples from the same
class, then the samples from the same class are in the same hy-
perplane. So the coplanarity can be measured by the error of
within-class linear representation. Model (1) finds some linear
projection directions that make the training samples from the
same class as much as possible in the same hyperplane after
projection, so we call it coplanar projection model.

It should be mentioned that model (1) is a new model. The
most similar work is NPE [17]. The linear representation
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