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a b s t r a c t 

In this paper, a novel approach is developed to learn a tree of multi-task sparse metrics hierarchically 

over a visual tree to achieve a fast solution to large-scale image classification, where an enhanced visual 

tree is first learned to organize large numbers of image categories hierarchically in a coarse-to-fine fash- 

ion. Over the visual tree, a tree of multi-task sparse metrics is learned hierarchically by: (a) performing 

multi-task sparse metric learning over the sibling child nodes under the same parent node to explicitly 

separate their commonly-shared metric from their node-specific metrics; and (b) propagating the node- 

specific metric for the parent node to its sibling child nodes (at the next level of the visual tree), so that 

more discriminative metrics can be learned for controlling inter-level error propagation effectively. We 

have evaluated our hierarchical multi-task sparse metric learning algorithm over three different image 

sets and the experimental results demonstrated that our hierarchical multi-task sparse metric learning 

algorithm can obtain better performance than the state-of-the-art algorithms on large-scale image classi- 

fication. 

© 2017 Elsevier Ltd. All rights reserved. 

1. Introduction 

Large-scale image classification (i.e., classifying millions of im- 

ages into thousands or even tens of thousands of categories) is a 

fundamental research issue for the communities of computer vi- 

sion, machine learning and multimedia computing, and it has re- 

ceived extensive attentions recently [1–4] . In spite of recent sig- 

nificant progresses on recognizing hundreds of image categories, 

large-scale image classification is still a challenging task because: 

(1) distinguishing large numbers of image categories (i.e., thou- 

sands or even tens of thousands of image categories) is inher- 

ently more complex than distinguishing among just a few, thus the 

accuracy rates for the state-of-the-arts methods are usually very 

low; (2) the computational cost at test time is a critical issue (i.e., 

the computational cost for a flat approach grows linearly with the 

number of image categories, and it is unacceptable for large-scale 

image classification application); (3) some image categories may 

have strong inter-category visual correlations, and it does not make 
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any sense to ignore their strong inter-category visual correlations 

completely and learn their inter-related classifiers independently. 

One promising way to address these issues is to organize large 

numbers of image categories hierarchically through a tree struc- 

ture by exploiting their inter-category correlations. Some previous 

works [2,3,5] have leveraged the semantic ontologies (taxonomies) 

to organize large number of image categories hierarchically ac- 

cording to their inter-category semantic relationships. On the 

other hand, it is very attractive to learn a visual hierarchy directly 

from large amounts of training images, and some researches 

[6–8] have recently been done on learning label trees to organize 

large numbers of image categories hierarchically according to 

their inter-category visual correlations. To learn a label tree, a 

confusion matrix for N image categories is first obtained from 

N one versus rest (OVR) binary classifiers. Such an approach to 

label tree learning may seriously suffer from two problems: (a) 

huge computational cost : it could be very expensive to learn N 

OVR binary classifiers independently, especially when N is very 

large ( N is typically very large for large-scale image classification); 

(b) huge sample imbalance : for a given image category (positive 

class), the negative samples from other N − 1 image categories 

(negative classes) heavily outnumber its positive samples, thus 

huge numbers of negative samples may easily mislead the process 
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Fig. 1. The flowchart of our hierarchical multi-task sparse metric learning algorithm. 

for training the OVR binary classifiers and result in incorrect 

OVR binary classifiers (with very low accuracy rates), which 

may further produce an incorrect confusion matrix for label tree 

construction. Therefore, other researchers have proposed visual 

trees learning [9,10] to organize large number of image categories 

hierarchically. Unlike label tree learning requires a pre-calculated 

confusion matrix, visual tree learning can be achieved by using 

the inter-category visual similarities directly, which may be able to 

deal with the issues of huge computational cost and huge sample 

imbalance effectively. However, one open problem of visual tree 

learning is how to provide more effective representations of image 

categories (which should be able to cover huge intra-category 

visual diversity sufficiently) and characterize the inter-category vi- 

sual similarities accurately. Based on these observations, it is very 

attractive to develop new algorithms that are able to characterize 

the inter-category visual similarities accurately while reducing the 

computational cost dramatically. 

It is also worth noting that the performance of all the algo- 

rithms for image classification crucially depends on the discrim- 

ination ability of the underlying metrics for similarity characteri- 

zation. For examples, the distance metric plays an important role 

in the performance of k NN (k-nearest neighbor) classifiers, and 

the performance of the kernel-based algorithms (such as SVMs) 

can be improved significantly by adopting a proper metric to 

achieve more accurate similarity characterization [11–16] . Recently, 

many researches focus on learning large-margin metrics to achieve 

more accurate similarity characterization [17–20] . Even such large- 

margin metric learning algorithms have provided a good solution 

for enhancing the discrimination power of the metrics, they are 

not scalable for large-scale image classification application due to 

their huge computational complexity. 

Based on these observations, a hierarchical multi-task sparse 

metric learning algorithm is developed to learn a tree of multi-task 

sparse metrics over an enhanced visual tree to achieve more accu- 

rate similarity characterization and support more effective solution 

to large-scale image classification. As shown in Fig. 1 , our hierar- 

chical multi-task sparse metric learning algorithm contains three 

key components: (a) An enhanced visual tree is first learned to or- 

ganize large numbers of image categories hierarchically, and such 

enhanced visual tree can provide a good environment to automat- 

ically identify the inter-related tasks for multi-task sparse metric 

learning, e.g., the tasks for learning the large-margin metrics for 

the sibling child nodes under the same parent node are strongly 

inter-related; (b) For the root node at the first level of the visual 

tree, a multi-task sparse metric learning algorithm is developed 

to learn a multi-task sparse metric for separating its sibling child 

nodes more accurately; (c) For the non-root node of the visual tree, 

both the inter-node visual correlations (among the sibling non-root 

nodes under the same parent node) and the inter-level visual cor- 

relations (between the parent node and its sibling child nodes at 

the next level of the visual tree) are leveraged to learn a tree of 

multi-task sparse metrics, so that more discriminative metrics can 

be learned for controlling inter-level error propagation effectively. 

The rest of the paper is organized as follows. A brief review of 

related work is presented in Section 2 . In Section 3 , we introduce 

our work on constructing the enhanced visual tree. In Section 4 , 

we present our work on hierarchical learning of a tree of multi- 

task sparse metrics over the visual tree. Section 5 demonstrates 

our experimental results, followed by conclusions. 

2. Related work 

Recently, metric learning [15–17,19,21–23] has received exten- 

sive attentions in communities of computer vision, machine learn- 

ing and multimedia computing, especially Mahalanobis metric 

learning. Weinberger et al. have developed a metric learning ap- 

proach to support nearest neighbor classification (LMNN) [19] , 

which aims to learn a Mahanalobis distance by forcing the samples 

from the same class to be closer while the samples from differ- 

ent classes are far away. Parameswaran et al. have extended such 

LMNN approach to a multi-task setting and a multi-task metric 

learning approach [24] is proposed. The multi-task metric learning 

approach aims to learn one common metric shared among multi- 

ple inter-related tasks and multiple task-specific metrics simulta- 

neously. By separating the commonly-shared metric from the task- 

specific metrics explicitly, the multi-task metric learning approach 

can obtain more discriminative metrics and achieve higher classi- 

fication accuracy rates. 



Download	English	Version:

https://daneshyari.com/en/article/4969778

Download	Persian	Version:

https://daneshyari.com/article/4969778

Daneshyari.com

https://daneshyari.com/en/article/4969778
https://daneshyari.com/article/4969778
https://daneshyari.com/

