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Abstract

In this paper, we propose a unified framework for improved structure estimation and

feature selection. Most existing graph-based feature selection methods utilise a static

representation of the structure of the available data based on the Laplacian matrix of a

simple graph. Here on the other hand, we perform data structure learning and feature

selection simultaneously. To improve the estimation of the manifold representing the

structure of the selected features, we use a higher order description of the neighbour-

hood structures present in the available data using hypergraph learning. This allows

those features which participate in the most significant higher order relations to be se-

lected, and the remainder discarded, through a sparsification process. We formulate a

single objective function to capture and regularise the hypergraph weight estimation

and feature selection processes. Finally, we present an optimization algorithm to re-

cover the hyper graph weights and a sparse set of feature selection indicators. This

process offers a number of advantages. First, by adjusting the hypergraph weights, we

preserve high-order neighborhood relations reflected in the original data, which cannot

be modeled by a simple graph. Moreover, our objective function captures the global

discriminative structure of the features in the data. Comprehensive experiments on 9

benchmark data sets show that our method achieves statistically significant improve-

ment over state-of-art feature selection methods, supporting the effectiveness of the

proposed method.
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