
 

Accepted Manuscript

Support Vector Machine Classifier with Truncated Pinball Loss

Xin Shen, Lingfeng Niu, Zhiquan Qi, Yingjie Tian

PII: S0031-3203(17)30110-3
DOI: 10.1016/j.patcog.2017.03.011
Reference: PR 6084

To appear in: Pattern Recognition

Received date: 9 November 2016
Revised date: 11 January 2017
Accepted date: 5 March 2017

Please cite this article as: Xin Shen, Lingfeng Niu, Zhiquan Qi, Yingjie Tian, Support Vector Machine
Classifier with Truncated Pinball Loss, Pattern Recognition (2017), doi: 10.1016/j.patcog.2017.03.011

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service
to our customers we are providing this early version of the manuscript. The manuscript will undergo
copyediting, typesetting, and review of the resulting proof before it is published in its final form. Please
note that during the production process errors may be discovered which could affect the content, and
all legal disclaimers that apply to the journal pertain.

http://dx.doi.org/10.1016/j.patcog.2017.03.011
http://dx.doi.org/10.1016/j.patcog.2017.03.011


ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

Support Vector Machine Classifier with Truncated

Pinball Loss

Xin Shena,b, Lingfeng Niub,c,∗, Zhiquan Qib,c,∗∗, Yingjie Tianb,c

aSchool of Mathematical Sciences, University of Chinese Academy of Sciences, Beijing
100049, China

bResearch Center on Fictitious Economy and Data Science, Chinese Academy of
Sciences, Beijing 100190, China

cKey Laboratory of Big Data Mining and Knowledge Management, Chinese Academy of
Sciences, Beijing 100190, China

Abstract

Feature noise, namely noise on inputs is a long-standing plague to support

vector machine(SVM). Conventional SVM with the hinge loss(C-SVM) is

sparse but sensitive to feature noise. Instead, the pinball loss SVM(pin-

SVM) enjoys noise robustness but loses the sparsity completely. To bridge

the gap between C-SVM and pin-SVM, we propose the truncated pinball

loss SVM(pin-SVM) in this paper. It provides a flexible framework of trade-

off between sparsity and feature noise insensitivity. Theoretical properties

including Bayes rule, misclassification error bound, sparsity, and noise in-

sensitivity are discussed in depth. To train pin-SVM, the concave-convex

procedure(CCCP) is used to handle non-convexity and the decomposition

method is used to deal with the subproblem of each CCCP iteration. Ac-

cordingly, we modify the popular solver LIBSVM to conduct experiments
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