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Abstract

Understanding intent and relevance of surrounding agents from video is an essential

task for many applications in robotics and computer vision. The modeling and eval-

uation of contextual, spatio-temporal situation awareness is particularly important in

the domain of intelligent vehicles, where a robot is required to smoothly navigate in

a complex environment while also interacting with humans. In this paper, we address

these issues by studying the task of on-road object importance ranking from video.

First, human-centric object importance annotations are employed in order to analyze

the relevance of a variety of multi-modal cues for the importance prediction task. A

deep convolutional neural network model is used for capturing video-based contex-

tual spatial and temporal cues of scene type, driving task, and object properties related

to intent. Second, the proposed importance annotations are used for producing novel

analysis of error types in image-based object detectors. Specifically, we demonstrate

how cost-sensitive training, informed by the object importance annotations, results in

improved detection performance on objects of higher importance. This insight is es-

sential for an application where navigation mistakes are safety-critical, and the quality

of automation and human-robot interaction is key.
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