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a b s t r a c t

The bag-of-features (BoF) model for image classification has been thoroughly studied over the last
decade. Different from the widely used BoF methods which model images with a pre-trained codebook,
the alternative codebook-free image modeling method, which we call codebookless model (CLM),
attracts little attention. In this paper, we present an effective CLM that represents an image with a single
Gaussian for classification. By embedding Gaussian manifold into a vector space, we show that the simple
incorporation of our CLM into a linear classifier achieves very competitive accuracy compared with state-
of-the-art BoF methods (e.g., Fisher Vector). Since our CLM lies in a high-dimensional Riemannian
manifold, we further propose a joint learning method of low-rank transformation with support vector
machine (SVM) classifier on the Gaussian manifold, in order to reduce computational and storage cost. To
study and alleviate the side effect of background clutter on our CLM, we also present a simple yet
effective partial background removal method based on saliency detection. Experiments are extensively
conducted on eight widely used databases to demonstrate the effectiveness and efficiency of our CLM
method.

& 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Image classification has been attracting massive attentions in
computer vision and pattern recognition communities in recent
years. It is one of the most fundamental but challenging vision
problems because images, as illustrated in Fig. 1, often suffer from
significant scale, view or illumination variations (e.g., in texture
classification [8] and material recognition [23]), and pose changes,
background clutter, partial occlusion (e.g., in scene categorization
[31,32] and object recognition [17,18,22,52]).

For a long time the bag-of-features (BoF) model [46] has been
almost given priority to image classification. As shown in Fig. 2(a),
the BoF-based methods generally consist of five components: local
features extraction, learning codebook with training data, coding
local features with pre-trained codebook, pooling or aggregating
codes over images, and finally, learning classifier (e.g., SVM) for
classification. With this processing pipeline, the BoF-based meth-
ods can be seen as a hand-crafted five-layer hierarchical feed-
forward network [49] with a pre-trained feature coding template
(codebook) [7]. The learned codebook depicts the distribution of
feature space, and makes coding of high dimensional features

possible. This architecture has achieved very promising perfor-
mance in a variety of image classification tasks.

The codebook as a reference for feature coding serves as a
bridge between local features and global image representation.
However, it is well known that segmentation of feature space
involved in building of codebook brings on quantization error [6],
and leads to continuous striving for this side effect (e.g., soft
coding methods [44,19,55] alleviate but cannot completely elim-
inate it). Though offline, training of codebook, particularly large
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Fig. 1. Some example images and accuracy comparison (in %) between Fisher
vector (FV) and our codebookless model (CLM) on various image databases.
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size ones, is time consuming. In addition, in general the pre-
trained codebook on one database cannot naturally adapt to other
databases [58].

An alternative approach is to estimate the statistics directly on
sets of local features from input images [10,38,50], as illustrated in
Fig. 2(b), which is called codebookless model (CLM) in this paper.
It is clear from Fig. 2 that the major difference is that the BoF
model learns a codebook to explore the statistical distribution of
local features and then performs coding of descriptors, while the
CLM represents images with descriptors directly, requiring no pre-
trained codebook and the subsequent coding. Conceptually, the
codebookless model has the potential to circumvent the afore-
mentioned limitations of the BoF model, however, which has
received little attention in image classification community. The
main reasons may be that such methods have not yet shown
competitive classification performance, and that they often need
to utilize inefficient and unscalable kernel-based classifiers.

In this paper, we propose an effective CLM scheme, and argue
that the CLM can be a competitive alternative to the BoF methods
for image classification. The comparison between state-of-the-art
BoF method, Fisher Vector (FV) [44], and our CLM on various
image databases is shown in Fig. 1. First and foremost, we extract a
set of local features (e.g., SIFT [37]) on a dense grid of image, and
simply model them with a single Gaussian model to represent the
input image. Then, we employ a two-step metric for matching
Gaussian models. By using this metric, Gaussian models can be fed
to a linear classifier for ensuring efficient and scalable classifica-
tion while respecting the Riemannian geometry structure of
Gaussian models. Moreover, we introduce two well-motivated
parameters into the used metric. One is to balance the effect
between mean and covariance of Gaussian, and another is for
eigenvalue power normalization on covariance.

Our codebookless model usually is of high dimension, by
incorporating low-rank learning with SVM, we propose a joint
learning method to effectively compress Gaussian models while
respecting their Riemannian geometry structure. It is mentionable
that, to the best of our knowledge, we make the first attempt to
perform joint learning of low-rank transformation and SVM on
Gaussian manifold. Finally, to alleviate the side effect of back-
ground clutter, a saliency-based partial background removal
method is proposed to enhance our CLM. The experimental results
show that partial background removal is helpful to CLM when

images are heavily cluttered (e.g., CUB200-2011 and Pascal
VOC2007).

2. Related work

The codebookless model for directly modeling the statistics of
local features has been studied in past decades. Rubner et al. [43]
introduced signatures for image representation, and proposed the
Earth Mover's Distance for image matching which is robust but
has high computational cost. Tuzel et al. [50] for the first time used
covariance matrices for representing regular image regions, and
employed Affine-Riemannian metric which suffers from high
computational cost [40]. Gaussian model as image descriptor has
been used for visual tracking [20], in which Gaussian models are
matched based on the Riemannian metric, involving expensive
operations to solve generalized eigenvalue problem. Going beyond
Gaussian, Gaussian mixture model (GMM) is more informative and
is used in image classification and retrieval [3,41]. However, GMM
suffers from some limitations, such as high computational cost of
matching methods and lacking of general criteria for model
selection.

Our work is motivated by [9,10] and [38]. Carreira et al. [9,10]
modeled the free-form regions obtained by image segmentation
with estimating the second-order moments. By using Log-
Euclidean metric [2], the method in [9,10] can be combined with
a linear classifier, which has shown competing recognition per-
formance on images with less background clutter (e.g., Caltech101
[18]). Different from [9,10], we employ a Gaussian model to
represent the whole image. It is well-known that a covariance
matrix can be seen as a Gaussian model with fixed mean vector.
Compared to [9,10], our CLM contains both the first-order (mean)
and second-order (covariance) information. Note that the first-
order statistics has proved to be important in image classification
[26,44]. Moreover, the manifold of Gaussian models and that of
covariance matrices are quite different, and the embedding
method in our CLM makes Gaussian models can be handled flex-
ibly and conveniently.

Nakayama et al. [38] also represented an image with a global
Gaussian for scene categorization. However, they matched two
Gaussian models by using the Kullback–Leibler (KL) divergence,
and hence kernel-based classifiers have to be used. This method is

Fig. 2. Comparison between (a) the BoF model and (b) our CLM. The major difference between them is that whether there is a pre-trained codebook & coding or not. Our
CLM mainly consists of a Gaussian model for image representation and a joint low-rank learning with linear SVM classifier.
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