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Abstract

Support vector machines (SVMs) play a very dominant role in data classification

because of their good generalization performance. However, they suffer from

the high computational complexity in the classification stage when there are a

considerable number of support vectors (SVs). It is desirable to design efficient

algorithms in the classification stage to deal with datasets obtained from real-

time pattern recognition systems. To this end, we propose a novel classifier

called HMLSVMs (Hierarchical Mixing Linear Support Vector Machines), which

has a hierarchical structure with a mixing linear SVM classifier at each node.

It predicts the label of a sample using only a few hyperplanes. We also give a

generalization error bound for the class of locally linear SVMs (LLSVMs) based

on the Rademacher theory, which ensures that overfitting can be effectively

avoided. Experimental evaluations show that the proposed classifier achieves

a high efficiency in the classification stage, while the classification performance

approaches that of kenrel SVMs.
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1. Introduction

Support vector machines (SVMs) [1] have enjoyed excellent performance

in many areas such as face recognition [2, 3, 4, 5], tracking [6, 7], pedestrian

detection [8, 9], text classification [10, 11, 12, 13] etc. In geometrical terms,

the goal of an SVM is to find a hyperplane with a maximal margin between5
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