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Highlights 
 BE-AAPSA is a self-adaptive method with 

an automatic re-initialization scheme.  

 The learning rates for each pixel are 

independently adapted.  

 BE-AAPSA does not require a priori 

knowledge about the GT to generate results. 

 BE-AAPSA shows accurate results in 

videos that present changes of scene. 
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