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a b s t r a c t 

To ensure satisfactory user experience, dialog systems must be able to determine whether an input sen- 

tence is in-domain (ID) or out-of-domain (OOD). We assume that only ID sentences are available as train- 

ing data because collecting enough OOD sentences in an unbiased way is a laborious and time-consuming 

job. This paper proposes a novel neural sentence embedding method that represents sentences in a low- 

dimensional continuous vector space that emphasizes aspects that distinguish ID cases from OOD cases. 

We first used a large set of unlabeled text to pre-train word representations that are used to initialize 

neural sentence embedding. Then we used domain-category analysis as an auxiliary task to train neu- 

ral sentence embedding for OOD sentence detection. After the sentence representations were learned, we 

used them to train an autoencoder aimed at OOD sentence detection. We evaluated our method by exper- 

imentally comparing it to the state-of-the-art methods in an eight-domain dialog system; our proposed 

method achieved the highest accuracy in all tests. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

Dialog systems provide natural-language interfaces between 

humans and machines. Because human conversation can range 

among topics, many studies have been recently conducted on 

multi-domain dialog systems [5,8,14,24,27] . However, these sys- 

tems are also restricted to a closed set of target domains and thus 

cannot provide appropriate responses to out-of-domain (OOD) re- 

quests. For example, a dialog system that was designed to cover 

schedule and message domains could receive OOD requests 

such as “Would you recommend Italian restaurants for me? ” that is 

in the restaurant domain or “Please record Game of Thrones. ”

that is in the TV program domain. To maintain user experience, 

the system must detect OOD requests and provide appropriate 

back-off responses such as rejection, rather than providing unre- 

lated responses. 

The main goal of this paper is to develop an accurate OOD sen- 

tence detection method. We define OOD sentence detection as a bi- 

nary classification problem of determining whether the system can 
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respond appropriately to an input sentence, i.e., 

f (x ) = 

{
ID , if x belongs to a domain d ∈ D, 

OOD , otherwise , 
(1) 

where x is an input sentence, D is a closed set of target domain- 

categories such as schedule or message , ID denotes in-domain, 

and OOD denotes out-of-domain. 

Most previous studies [19,31] use both ID sentences and OOD 

sentences to train OOD sentence detection. Collecting ID sentences 

is a necessary step in building many data-driven dialog systems. 

However, the task of collecting enough OOD sentences to cover 

all other domains is laborious and time-consuming. Therefore, the 

goal of this paper is to develop an accurate OOD sentence detec- 

tion method that requires only ID sentences for training. 

In this work, we present a novel neural sentence embedding 

method that represents sentences in a low-dimensional continu- 

ous vector space that emphasizes aspects that distinguish ID cases 

from OOD cases. First, we use large set of unlabeled text to pre- 

train word representations for the initialization of neural sentence 

embedding. Second, we use the similarity between OOD sentence 

detection and domain-category analysis [11,15,19,32] to train neural 

sentence embedding with only ID sentences. 

Domain-category analysis is a task that assigns one of a closed 

set of target domains to a given sentence; this analysis system can 
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be trained using only ID sentences that are collected for each do- 

main. We think that the task of OOD sentence detection is more 

similar to domain-category analysis than to other tasks such senti- 

ment analysis or speech-act analysis, so we expect that the fea- 

tures (i.e., representation) of a sentence extracted by a domain- 

category analysis system can be used for OOD sentence detection 

too. 

Therefore we adopt a feature extractor that is trained for 

domain-category analysis, and use it as a neural sentence embed- 

ding system for OOD sentence detection. Lastly, the learned rep- 

resentations of ID sentences are used to train an autoencoder that 

detects whether an input sentence is ID or OOD based on its recon- 

struction error. To the best of our knowledge, this is the first study 

that applies neural sentence embedding to solve the sentence rep- 

resentation problem of OOD sentence detection. 

The remainder of this paper is organized as follows: In 

Section 2 , we review previous studies. In Section 3 , we de- 

scribe our method in detail. In Section 4 , we explain our exper- 

imental data, evaluation metrics, and methods to be compared. 

In Section 5 , we show and discuss the experimental results. In 

Section 6 , we conclude this paper. 

2. Related work 

Previous studies [12,19,31] on OOD sentence detection use sen- 

tence representations based on bag-of-words models, which have 

limitations in representing rare or unknown words; those words 

are likely to appear in OOD sentences. Lane et al. [12] proposed an 

in-domain verification (IDV) method, which uses only ID sentences 

to build domain-wise one-vs.-rest classifiers that generate low con- 

fidence scores for OOD sentences, and then uses the scores as evi- 

dence that a sentence was OOD. We implemented this method and 

compared it to our work. Nakano et al. [19] proposed an two-stage 

domain selection framework, which uses both ID sentences and 

OOD sentences to build multi-domain dialog systems; the main 

contribution is to use discourse information to prevent erroneous 

domain switching, but whenever developers expand the domain 

of a dialog system they must reassess all OOD sentences because 

some will become ID due to the change of the boundary between 

ID and OOD. Tur et al. [31] used syntactic feature and semantic 

feature for OOD sentence detection; web search queries are used 

as OOD sentences to eliminate the need to collect OOD sentences, 

but such queries are noisy because some are actually ID, and they 

cannot be obtained readily without using a commercial search en- 

gine. Compared to these studies, the main contribution of this pa- 

per is a neural sentence embedding method that can understand 

rare words and unknown words. 

Recently, neural sentence embedding methods have been as- 

sessed for their ability to solve the sentence representation prob- 

lem. Paragraph Vector [13] is a well-known method that uses 

a large set of unlabeled text to learn sentence representations, 

but the representations are not optimized for a specific task be- 

cause they are learned based on unsupervised objectives. In con- 

trast, some researchers have worked on supervised sentence em- 

bedding particularly for natural language understanding using re- 

current neural networks (RNNs) [16,33,36] and long short-term 

memory (LSTM) networks [5,22,35] . However, because we cannot 

define an objective function based on classification error between 

ID cases and OOD cases, these methods are not directly applicable 

to our problem in which only ID sentences are available as a train- 

ing set. To solve this problem, we exploit the similarity between 

OOD sentence detection and domain-category analysis ( Section 1 ). 

Another important part of OOD sentence detection is one-class 

classification that uses the training data about a target class to 

distinguish between target items and uninteresting items. Nearest 

Neighbor Distances (NN-d) [29] classifies an input item as the tar- 

Fig. 1. Overall training process of our proposing method. Components and pro- 

cesses are described in the text. 

get class when the local density 1 of the item is larger than the 

local density of its closest item. A one-class support vector ma- 

chine (OSVM) [25] learn a decision function about distinguishment. 

In this work, we propose to use an autoencoder to detect OOD 

sentences, and compare the results to those obtained using other 

methods including NN-d and OSVM. 

3. The proposed OOD-sentence detection method 

We defined OOD sentence detection f ( x ) as a binary classifica- 

tion problem ( Section 1 ). However, unlike most other binary classi- 

fication problems, we assume that only ID sentences are available 

as training data. With these ID sentences, domain-category anal- 

ysis g(x ) = d ∈ D can be built under another assumption that the 

domain category for each ID sentence is given. 

When we represent sentences in m -dimensional continuous 

vector space, we take sentence embedding ε(x ) ∈ R 

m from an 

LSTM network trained with g ( x ) as the supervised objective. Then, 

we build an autoencoder that consists of an encoder φ that takes 

sentences represented by ε( x ) and maps them onto a different 

space, and a decoder ψ that reconstructs their original represen- 

tations. Finally, we use the learned autoencoder ( φ, ψ) to detect 

OOD sentences of which reconstruction errors are greater a thresh- 

old θ as: 

f (x ) = 

{
ID , if ‖ ψ(φ(ε(x ))) − ε(x ) ‖ 

2 < θ, 

OOD , otherwise. 
(2) 

The details of the proposed method ( Fig. 1 ) are presented in the 

remainder of this section. 

1 The local density of an item is the distance between the item and its closest 

item in the training data. 
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