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A B S T R A C T

This paper presents new space complexity records for the fastest parallel GF (2 )n multipliers for about 22%
values of n such that a degree-n irreducible trinomial f u u= + + 1n k exists over GF (2). By selecting the largest
possible value of k n n∈ ( /2, 2 /3], we further reduce the space complexities of the Chinese remainder theorem
(CRT)-based hybrid polynomial basis multipliers. Our experimental results show that among the 539 values of
n ∈ [5, 999] such that f is irreducible for some k n∈ [2, − 2], there are 317 values of n such that k n n∈ ( /2, 2 /3].
For these irreducible trinomials, the space complexities of the CRT-based hybrid multipliers are reduced by
14.3% on average. As a comparison, the previous CRT-based multipliers considered the case k n∈ [2, /2], and
the improvement rate is 8.4% on average for only 290 values of n among these 539 values of n.

1. Introduction

Low complexity multipliers are key modules of GF (2 )n -based
cryptographic chips. Their theoretical space and time complexities,
namely, the total number of 2-input AND/XOR gates (the GF (2)
multiplication/addition) and their corresponding gate delays (denoted
by “TA” and “TX”), depend on various factors, for example, the method
to represent field elements: polynomial, normal and dual bases; the
underlying multiplication algorithms: quadratic and subquadratic
algorithms etc. Pure quadratic and subquadratic multipliers are of
great theoretical importance. They have the lowest time and space
complexities respectively, but their disadvantages are also obvious: the
largest space and time complexities respectively. On the other hand,
hybrid approaches in [1–3] provide a trade-off between the time and
space complexities. These multipliers first perform a few subquadratic
iterations to reduce the whole space complexities, and then one
quadratic step on small input operands to achieve lower time complex-
ity. Therefore, this hybrid approach is often adopted in practical
applications.

Recently, two different hybrid multipliers are presented in [4,5].
The former uses the matrix representation, and adopts the “1-quad-
ratic-and-then-subquadratic” computational mode. This method re-
duces the total space complexity for current ASIC implementations.
The latter uses the polynomial representation, and follows the “1-
subquadratic-and-then-quadratic” computational mode first proposed
in [6]. Thanks to the property of the ceiling function “⌈·⌉”, the time

complexity of this multiplier matches the fastest bit-parallel multiplier
– the pure quadratic multiplier – when u u+ + 1n k is irreducible for
some k n n∈ [( − 1)/3, /2]. Its highlight is the AND and XOR space
complexities: the following bounds of the fastest bit-parallel multipliers
were broken for the first time:

⎧⎨⎩
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#AND gates:
#XOR gates: − 1.
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In this work, we report a further reduction of the space complexities
obtained in [5] for some irreducible trinomials u u+ + 1n k where
k n n∈ ( /2, 2 /3], and therefore present new space complexity records
for these irreducible trinomials. Before explaining our motivation, we
recall the multipliers in [5] first.

Let f u u u( ) = + + 1n k (n > 2) be an irreducible trinomial of degree
n over GF (2). All elements of the finite field GF GF u f u(2 )≔ (2)[ ]/( ( ))n

can be represented using a polynomial basis x i n{ |0 ≤ ≤ − 1}i , where x
is a root of f. Given two field elements a x a x( ) = ∑i

n
i

i
=0
−1 and

b x b x( ) = ∑i
n

i
i

=0
−1 , where a b GF, ∈ (2)i i , the classical polynomial basis

multiplication algorithm computes the GF (2 )n product c x c x( ) = ∑i
n

i
i

=0
−1

of a(x) and b(x) using the following two steps. For the sake of
simplicity, we omit “ x( )” in polynomial “a(x)” and denote a(x) by a.

(i) Conventional polynomial multiplication:

∑s a b s x= · = ,
t
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t
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(ii) Reduction f x xmod = + + 1n k :

∑c c x s f= = mod .
i
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i
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−1
(3)

The product c obtained in the second step is the remainder of s
divided by f, i.e.,

s f q c= · + . (4)

In order to apply the Chinese remainder theorem in the second
step, multipliers in [5] adopt the following identity:

s f q c f q c q= · + = ( + 1) + ( + ). (5)

We note that addition is the same with subtraction in fields of
characteristic 2.

This identity converts the seemingly unbreakable step (ii) “modulo
the degree-n irreducible trinomial f” into the following two problems:

(A) Compute the quotient q of s divided by f + 1;
(B) Compute the remainder c q( + ) of s divided by f + 1.

Then the product c of elements a and b can be constructed by
c q c q= + ( + ).

Because the degree-n polynomial f x x+ 1 = +n k is clearly reduci-
ble, the CRT can be used to divide problem (B), i.e., a b x x· mod( + )n k ,
into the following two smaller subproblems [5]:

(1) a b x· mod k;
(2) a b x· mod( + 1)n k− .

Therefore the product c of elements a and b is now divided into
three problems: (A), (B.1) and (B.2). In order to understand the
advantage of this method, we make a rough estimate of the AND (or
XOR) gate complexities of these three problems. We consider only the
quadratic part and ignore the linear part. From the analysis in [5],
these three complexities are C n= /2A

2 , C k= /21
2 and C n k= ( − )2

2

respectively. The summation of C C C+ +A 1 2 is a function of k. Fig. 1
depicts the decreasing trend of this summation while the value of k
increases. For the case k n= /3, this summation is n2, which is
approximately equal to the AND (or XOR) gate complexity of the
fastest quadratic multiplier. In fact, multipliers in [5] are not better
than the best quadratic multipliers for the case k n0 < ≤ /3. However,
for the case k n= /2, this summation is only n7 /82 , which is the best case
discussed in [5].

Now we explain our motivation. The CRT divides the size-n
problem (B) into two smaller subproblems (B.1) and (B.2) of sizes k
and n k− respectively. According to the balancing principle of the
algorithm design, it is better to select k, if possible, such that the
difference between sizes of the two subproblems (B.1) and (B.2), i.e.,
k n k k n| − ( − )| = |2 − |, is as small as possible. Multipliers in [5] just
follow this principle, and select the largest possible k in the range of

n[1, /2] as the best candidate.

In fact, this choice of the value of k, i.e., the largest possible k in the
range of n[1, /2], is also the best candidate in some other quadratic
multipliers. For example, the shifted polynomial basis multipliers in [7]
and the polynomial basis Montgomery multipliers in [8].

As for the CRT-based multiplier, a more careful observation shows
that the function

C C C n k n k+ + = /2 + /2 + ( − ) ,A 1 2
2 2 2 (6)

namely, the approximate AND (or XOR) gate complexity, reaches its
minimal value when k n= 2 /3, i.e., Fig. 1 (c). Therefore, we consider the
case n k n/2 < ≤ 2 /3 in this work. Our experimental results show that
among the 539 values of n such that n4 < < 1000 and u u+ + 1n k is
irreducible over GF (2) for some k > 1, the proposed multipliers beat
those in [5] for 117 values of n: they have the same time complexity,
but the space complexities are reduced.

2. Two types of the CRT-based multipliers

The two types of multipliers presented in this work, i.e., the Type-A
and Type-B multipliers, follow the same design approach as those in
[5]: compute each coefficient ci using a binary XOR tree. The difference
of these two types of multipliers is that they adopt different computa-
tional procedures to organize the reusable terms, and therefore,
provide a space-time trade-off. Type-A multipliers achieve the minimal
number of the XOR gates, but their time complexities are not optimal
for some irreducible trinomials. Type-B multipliers overcome this
disadvantage at the cost of some more XOR gates, which are saved in
the reusable terms of the Type-A multipliers. They try to construct a
binary XOR tree with the smallest height. For example, u u+ + 168 33 is
irreducible on GF (2) [5]. The coefficients c0 and c35 share a common
subexpression of 33 product terms. While the Type-A multiplier
computes this common subexpression using a single binary XOR
subtree of height 6, the Type-B multiplier splits this 33-term common
subexpression into two parts: a binary XOR subtree of height 5 which
computes the summation of the first 32 product terms and a binary
XOR tree of height 0 which consists of the only 33rd product term. The
subtree of height 5 is then shared in the coefficients c0 and c35, and the
33rd product term is combined with other terms in c0 and c35 at the
cost of 2 extra XOR gates. However, the total XOR gate delays of this
method is less than that of the Type-A multiplier by T1 X . For a detailed
description of these two types of multipliers, please refer to [5]. The
following Fig. 2 illustrates the architecture of these multipliers.

Because the expression of each coefficient ci is a bit complex, we
derive the explicit formulae of c=ab for the case n k n/2 < ≤ 2 /3 in
Appendix. To understand the key idea of the proposed multipliers
easily, the reader may jump to the example given in Section 4 first. In
the following, we analyze the complexities of the Type-A and Type-B
multipliers.

Fig. 1. Approximate AND (or XOR) gate Complexity. Fig. 2. The architecture of the multiplier.
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