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Due to the continuous reduction of the transistor size in electronic devices, it is becoming more and more likely
for an SEU (Single Event Upset) to provoke a flip on two or more memory cells in SRAM based FPGAs, which is
called a MCU (Multiple Cell Upset). Fault injection in the configuration memory of these devices has been used
for many years, in order to evaluate their reliability. Emulation of these injections using the bitstream file has al-
ways been a simple, fast and cheap solution. Most of the existent SEU emulation tools do not consider the injec-
tion of MCUs, and they do not discuss the implication MCUs have on the overall failure rate of the system.
In this work, bitstream based SEU emulators are updated to consider MCUs. It is discussed the necessity of
injecting faults on physically adjacent cells, in order to emulate appropriately the effect of MCUs. Adjacent
MCU injection has been compared theoretically with an approach considering MCUs as bunches of independent
SBUs, as it is done in other emulation platforms. A Zynq-based fault injection platform has been used, in order to
apply this way of emulating MCUs and validate the proposal.

© 2017 Published by Elsevier Ltd.
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1. Introduction

The continuous size reduction of electronic devices has brought a
huge amount of advantages in the last decades in terms of performance,
area and power saving. As a result, electronic devices have reached lots
of applications, including safety-critical systems, where a failure can
lead to high economical losses or damage to people or the environment.
However, the device size reduction has made electronic devices more
and more vulnerable to plenty of harmful effects related to radiation.
Evaluating the radiation effects is mandatory when designing a critical
system in order to avoid catastrophic failures.

One of the most relevant radiation induced effects in electronic sys-
tems is the SEE (Single Event Effect). This effect happens when a single
radiation particle interacts with electronic components. Ionizing parti-
cles produced by this interaction generate a track of electron-hole (e-
h) pairs while they are traveling across the semiconductor. If this e-h
pair track is close to a sensitive part of the circuit, an undesired parasitic
current can be generated.

The most notable SEE is the SEU (Single Event Upset). This happens
when the parasitic current introduces or removes electric charge from
one or more memory cells. If the charge threshold is exceeded, the log-
ical value stored by this cell is flipped.When the SEU affects only a single
bit it is called SBU (Single Bit Upset), and it is called MCU (Multiple Cell
Upset) when more than one memory cell is affected. The term MBU
(Multiple Bit Upset) is also used in many works. It refers to an MCU
that affects two or more bits belonging to the same logical word [8].

The amount of generated electric charge in an SEE is dependent on
the LET (Linear Energy Transfer) of the ionized particle that travels
through the semiconductor. The LET represents the amount of energy
transferred by the particle to the silicon per unit of distance. Heavy-
ions are predominant in aerospace applications and have a large LET.
Hence, it is very likely for them to provoke an MCU. On the other
hand, neutrons and alpha particles are predominant in the terrestrial
environment, since high energy ions do not cross the atmosphere.
Alpha particles are produced by package impurities and they have a
very low LET. Thus, are less likely to provoke an MCU. Neutrons are
not ionized particles, but they can react with silicon and boron nuclei
generating medium size ions such as Mg, Ne or Al, which can provoke
MCUs in certain cases [19].

In FPGAs (Field ProgrammableGate Arrays), an SEU can affect the se-
quential elements of the implemented circuit (flip-flops or Block
RAMs), which can be protected by using error detection and correction
codes, and the error can be recovered by rewriting the corrupted cell or
applying a reset. Besides, SEUs can affect to the configuration memory.
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This can provoke a functional interrupt that needs a device reconfigura-
tion to be solved.

SEU is the most relevant natural threat that influences the depend-
ability of an SRAM FPGA-based system during its operating life. Its im-
pact has to be evaluated both qualitatively and quantitatively, in order
to show compliance with dependability and safety regulations. Radia-
tion campaigns are performed for evaluating the SEU resilience of de-
vices, counting the amount of upsets at the configuration memory.
However, these campaigns do not fully characterize the failure rate of
particular designs. This happens because many configuration bits of
the FPGA are associated with unused resources, and robustness can be
incremented by means of redundant architectures.

SEU emulation in FPGAs is amethodology for analyzing the effects of
SEEs in particular designs. It is based on programming the device with a
corrupted configurationfile in order to storewrong values at the config-
uration memory emulating the effect of SEUs. It is a cheap and simple
technique, since no special laboratory instrumentation is required.
This strategy can be utilized to characterize the SEU tolerance of partic-
ular designs implemented in FPGAs and obtain the failure rate.

Failure rate is a measure of the number of failures per unit of time. It
indicates themean number of failures during a known period of time. In
the case of this work, SEU failure rate represents the amount of SEU-in-
duced failures per unit of time. In reliability engineering, failure rate is
usually provided in terms of FIT (Failures In Time), which represents
the amount of failures in 109 h.

All configuration bits do not have a critical impact on the design
functionality when they are flipped by an SBU, and the objective of
SEU emulation is to obtain the amount of critical bits of the design. In
[1] Xilinx defines the parameter DVF (Device Vulnerability Factor),
which represents the probability of a configuration bit to be critical for
the design. Typical values are between 2% and 10% according to Xilinx
[1,10]. The DVF is a key parameter that defines the criticality of a con-
crete design. The failure rate of the system is calculated from DVF
using expression (1).

Failure rate ¼ Event rate�DVF ð1Þ

It has been observed in the literature thatMCUs have been tradition-
ally ignored by FPGA SEU emulators [11–16]. Factors such as device size
reduction and lower supply voltages decrease the critical charge of
SRAM cells, increasing the probability of multiple upsets. According to
Moore's law, thismay continue happening in the following years. There-
fore, SEU emulators should consider MCUs even when new silicon
trends based on FinFET SRAM cells are presenting promising results
[2,3].

The focus of this paper is to generalize SEU emulation in FPGA de-
signs in order to consider MCUs. This work deepens on the causes of
the differences between failure rate calculation approaches considering
MCUs and not considering them. Mathematical expressions are pro-
posed for estimating the failure rate taking MCUs into consideration.
This theoretical model has been validated by means of a real SEU emu-
lation platform.

2. Related work

In order to illustrate the calculation of the SEU failure rate by emula-
tion, the equation presented in the previous section is taken as the
starting point (1). This formula expresses that the failure rate of an
FPGA design is dependent on two factors, the device vulnerability factor
and the event rate.

The event rate is calculated by multiplying the cross section per bit
(σ) by the radiation flux (φ) (2). Radiation flux represents the amount
of radiation particles per area and time. The cross section is an area
that represents the likelihood of interaction between an incident radia-
tion particle and the electronic device. It is calculated experimentally in
laboratory facilities by means of radiation beams. The device under

study is placed under a beam of radiation particles during a period of
time and the failure rate is calculated using Eq. (3). This expression
gives the cross section of the device.

Cross section per bit is sometimes calculated by means of number of
flipped bits, instead of using number of events, as it is done in [2] (5).
This is not fully precise, since an event can flip one or more bits. The re-
lation between these two representations of the cross section is given by
themean number of upsets per event (r) (7), which is dependent on the
LET of the particle (6). In this equation PSBU is the percentage of upsets
that are SBUs, PnMCU is the percentage of upsets that are MCUs of n
bits and n is the size of the MCU.

Event rate ¼
Z

σ LETð Þ�φ LETð Þ ð2Þ

σ ¼ number of SEU events
φ

ð3Þ

σEVENT ¼ number of SEU events
φ�size

ð4Þ

σERROR ¼ number of flipped bits
φ�size

ð5Þ

r LETð Þ ¼ PSBU þ
X
n

n�PnMCU ð6Þ

σERROR ¼ σEVENT
�r LETð Þ ð7Þ

There are multiple works measuring experimentally the cross sec-
tions of memories and the probability and size of MCUs in SRAM
based FPGAs. In [4], A methodology for measuring the proton and
heavy-ion cross-sections for MCUs in Xilinx FPGAs is presented, where
Virtex4 family (90 nm) is analyzed. Here, the 1%–3% of the upsets pro-
duced by 63.3 MeV protons are MCUs, and for high LET heavy-ions
MCUs can reach the 35%. In [5], the Virtex5 family is analyzed and the
MCUs are reported between 6 and 10% for protons and about 60% for
heavy ions. Similar data is calculated for a Spartan3 device in [6]. In
[7], the impact of MCUs in TMR (Triple Modular Redundancy) designs
is studied, and it is concluded that the probability of MCUs to corrupt
a TMR circuit is 2.6 orders of magnitude more than SBUs. In [8], MCUs
are analyzed for the Xilinx 7 series FPGAs (28 nm). In [9], the FIT rate
of the UltraScale family is analyzed.

The DVF is the other parameter that influences the failure rate of the
system according to Eq. (1). It represents the probability of functional
failure when an SEU event happens.

The failure rate value depends on the ratio of unused versus used re-
sources of the FPGA. Designs occupying very few resources may have
few critical bits, being less likely for an event to provoke a failure. How-
ever, device occupation is not the only parameter that influences the
DVF. Designs with similar occupation ratios can have a variation of
100% on theDVF, as it is reported in [10] (page 25). Here, it ismentioned
that a typical value for DVF is 5% (1 failure in 20 upsets), but it can reach
a 10% in a worst case (1 failure in 10 upsets).

This parameter is measured bymeans of SEU emulation, which con-
sists of programming the configurationmemory of the FPGAwith inten-
tional errors emulating the effects of SEUs. It is a cheap and simple
technique, since no special laboratory instrumentation is required.
Once the error has been injected the functionality of the circuit is veri-
fied. If a malfunction is observed the flipped bit is labeled as critical.

There are several works that propose a bitstream based SEU emula-
tion approach [11–16], but none of them consider anMCU type fault in-
jection. In these works multiple upsets are covered as bunches of
independent SBUs, since utilized cross section (σERROR) considers the
amount of flipped bits instead of the amount of events. In this case the
DVF is exactly the percentage of critical bits of the design (8). Other
works such as [17,18], consider the injection of MCUs on circuits
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