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Context: Software change-prone class prediction can enhance software decision making activities dur-
ing software maintenance (e.g., resource allocating). Researchers have proposed many change-prone class
prediction approaches and most are effective on labeled datasets (projects with historical labeled data).
These approaches usually build a supervised model by learning from historical labeled data. However, a
major challenge is that this typical change-prone prediction setting cannot be used for unlabeled datasets
(e.g., new projects or projects with limited historical data). Although the cross-project prediction is a so-
lution on unlabeled dataset, it needs the prior labeled data from other projects and how to select the
appropriate training project is a difficult task.

Objective: We aim to build a change-prone class prediction model on unlabeled datasets without the
need of prior labeled data.

Method: We propose to tackle this task by adopting a state-of-art unsupervised method, namely CLAMI.
In addition, we propose a novel unsupervised approach CLAMI+ by extending CLAMI. The key idea is to
enable change-prone class prediction on unlabeled dataset by learning from itself.

Results: The experiments among 14 open source projects show that the unsupervised methods achieve
comparable results to the typical supervised within-project and cross-project prediction baselines in av-
erage and the proposed CLAMI+ slightly improves the CLAMI method in average.

Conclusion: Our method discovers that it is effective for building change-prone class prediction model by
using unsupervised method. It is convenient for practical usage in industry, since it does not need prior
labeled data.
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1. Introduction cation of software resources (e.g., time and staff) in the software

maintenance process [6]. This technique aids to support mainte-

Software maintenance has been regarded as one of the most ex-
pensive and tough tasks in the whole software lifecycle [1]. Change
is fundamental for software maintenance according to the techno-
logical advancements and new requirements. Managing and con-
trolling change in software maintenance is one of the significant
concerns of the software industry [2]. A change could be made be-
cause of existence of bugs, new features or refactoring [3,4]. It is
the source of defects and modifications. Understanding the knowl-
edge about change-prone classes in a software is significant for
developers and mangers [5]. A change-prone class means that the
class is likely to change with a high probability after a product re-
lease. It can represent the weak part of a software system [2]. Thus,
software change-prone class prediction contributes to better allo-
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nance related decision making by identifying change-prone classes
in advance. As a result, the quality assurance teams or testers can
determine the critical parts of the software where the quality as-
surance or testing activities should pay more attention and track
rigorously.

In order to predict change-prone classes in advance, various
categories of software metrics which indicate various characteris-
tics have been proved to correspond to the change-proneness, such
as 00 metrics (e.g., cohesion, coupling, inheritance, etc.) [7], code
smells [8], design patterns and [9] evolution metrics [10,11]. Based
on these metrics, a number of studies which use machine learn-
ing techniques have been proposed for building change-prone class
prediction models, such as Bayesian networks [12], neural net-
works [13], and ensemble methods [6]. A typical prediction model
based on machine learning is designed by learning from histori-
cal labeled data within a project in a supervised way as Fig. 1(a)
shows. This manner is referred as supervised within-project pre-
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Fig. 1. Illustration of three prediction manners. Manner (a) is the supervised within-project prediction which training on historical labeled data and testing on target data
within a project. Manner (b) is the cross-project prediction which training on another labeled project data and testing on the target project. Manner (c) is the unsupervised

prediction which directly learning from the target project data.

diction [14]. Namely, the key idea is to train the model on histori-
cal labeled data within a project and then predict the target data.
We refer the dataset which have historical labeled data as “labeled
dataset”. However, in practice, it is often time-consuming and ex-
pensive to collect labeled data. Furthermore, this manner is diffi-
cult to apply on new projects or projects with limited historical
data whose label information are unavailable (referred to as “unla-
beled dataset”), since it is difficult to collect label information for
training a prediction model.

Cross-project change-prone class prediction method has been
proposed to address the above-mentioned issue [14] as Fig. 1(b)
shows. The cross project technique is motivated by the similar
techniques in defect prediction [15,16]. It enables change-prone
class prediction on unlabeled projects by learning from other
projects which are already labeled. However, one issue which re-
mains is that training set and testing set in cross-project prediction
come from different project which possess different distributions
[17]. The distribution similarity of training set and testing set is
important for building a prediction model [18,19]. As a result, the
success rate (ratio of combination whose performance is greater
than a certain threshold) of cross-project prediction reported in
the work [14] is generally poor (30%). Moreover, the cross-project
change-prone prediction may not be effective and it depends on
the selection of the source project [14].

To address the above-mentioned limitation, we propose to
tackle this task by using unsupervised method as Fig. 1(c) shows.
Compared with supervised models, unsupervised method does not
need the prior labeled data to build prediction models which are
more desirable in practice. It has been widely used in software
quality prediction [17,20,21]. In detail, we apply a state-of-art un-
supervised method (CLAMI: Clustering, Labeling, Metric selection
and Instance selection) to the change-prone class prediction which

has been successfully used in another field [17]. The key idea is to
conduct the prediction on unlabeled dataset by learning from it-
self. Strictly, it is a special case of within-project manner. In this
work, we use unsupervised refers to as the prediction without the
need of historical labeled data particularly. Concretely, clustering is
to group the instances, labeling is to estimate the label of groups
by using a unsupervised way, metric selection and instance selec-
tion is to select more informative features and training sets. By the
following, we predict the target set by training on the selected fea-
tures and training sets.

The detailed process of the unsupervised method can be inter-
preted by dividing three phases as Fig. 2 shows. Each phase con-
sists of two steps. The clue of the whole process is to build the
prediction model by learning on selected informative metrics and
instances from the target dataset itself. In detail, the first phase is
clustering and labeling. In this phase, an unlabeled dataset is clus-
tered into groups according to the difference between metric value
and metric threshold. Subsequently, we estimate the labels of the
dataset according to the magnitude of metric values [17]. The goal
of this phase is to provide the estimated labels of all the instances.
However, the estimated labels of all the instances might not be
correct enough. In our unsupervised method, part of them will be
automatically selected as final training set according to our criteria
in the following phase. The second phase is to conduct the metric
selection and instance selection from the labeled instances in the
first phase. As a result, an informative training set of metrics and
instances are generated. The third phase is modeling and predic-
tion. The prediction model is built by learning from the selected
instances and features in the second phase.

In particular, the labeling step in the first phase of the adopted
method CLAMI is conducted by measuring the count of violation
(i.e., a metric value is greater than a certain threshold) of an in-
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