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Ensemble classifiers, such as random forests, are now commonly applied in the field of remote sensing,
and have been shown to perform better than single classifier systems, resulting in reduced generalisation
error. Diversity across the members of ensemble classifiers is known to have a strong influence on clas-
sification performance - whereby classifier errors are uncorrelated and more uniformly distributed across
ensemble members. The relationship between ensemble diversity and classification performance has not
yet been fully explored in the fields of information science and machine learning and has never been

l[(g Zvr‘;irfs" examined in the field of remote sensing. This study is a novel exploration of ensemble diversity and its
Ensemb?,e link to classification performance, applied to a multi-class canopy cover classification problem using ran-
Margin dom forests and multisource remote sensing and ancillary GIS data, across seven million hectares of

diverse dry-sclerophyll dominated public forests in Victoria Australia. A particular emphasis is placed
on analysing the relationship between ensemble diversity and ensemble margin - two key concepts in
ensemble learning. The main novelty of our work is on boosting diversity by emphasizing the contribution
of lower margin instances used in the learning process. Exploring the influence of tree pruning on diver-
sity is also a new empirical analysis that contributes to a better understanding of ensemble performance.
Results reveal insights into the trade-off between ensemble classification accuracy and diversity, and
through the ensemble margin, demonstrate how inducing diversity by targeting lower margin training
samples is a means of achieving better classifier performance for more difficult or rarer classes and reduc-
ing information redundancy in classification problems. Our findings inform strategies for collecting train-
ing data and designing and parameterising ensemble classifiers, such as random forests. This is
particularly important in large area remote sensing applications, for which training data is costly and
resource intensive to collect.
© 2017 International Society for Photogrammetry and Remote Sensing, Inc. (ISPRS). Published by Elsevier
B.V. All rights reserved.
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1. Introduction spatial data, RF has been applied in a variety of large area land

cover (Rodriguez-Galiano et al., 2012) and forest attribution stud-

Across a broad range of applications, ensemble classification
systems (also known as multiple or committee classifiers) have
been shown to produce better results than single expert systems
(Polikar, 2006) and achieve reduced generalisation error (Opitz
and Maclin, 1999; Tumer and Ghosh, 1996). In remote sensing
application areas, such as ecology and natural resource manage-
ment, ensemble classifiers, like Random Forests (RF) (Breiman,
2001), have become increasingly popular. Incorporating remote
sensing data and ancillary continuous and categorical biophysical
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ies, including biomass (Baccini et al., 2008), canopy height
(Wilkes et al., 2015), canopy cover (Mellor et al., 2015) and species
(Dalponte et al., 2013; Evans and Cushman, 2009). The RF classifier
builds an ensemble of decision trees (known as base classifiers or
ensemble members) and assigns classification through voting or
averaging among these ensemble members.

Diversity between ensemble members is considered a key fac-
tor affecting overall classification performance (Ham et al., 2005;
Kapp et al.,, 2007; Kuncheva and Whitaker, 2003; Melville and
Mooney, 2005). Ensemble classifiers which achieve higher overall
classification rates are those in which misclassified instances
(errors) made by ensemble members are uncorrelated (Banfield
et al., 2005; Elghazel et al., 2011). Ensemble classifiers are often
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more accurate than their component (base) classifiers, and diver-
sity is greater, if errors made by ensemble members are uncorre-
lated (Diez-Pastor et al., 2015; Hansen and Salamon, 1990) and
more uniformly distributed (Banfield et al., 2005). While ensemble
diversity has been studied in the fields of information science and
machine learning, to the best of our knowledge, the relationship
between ensemble diversity and classification performance has
not been actively explored in remote sensing. Gaining a greater
insight into the role of diversity in ensemble classification is
important, not least because of the increasing popularity of ensem-
ble classifiers, such as random forests in this field (Belgiu and
Dragut, 2016). Moreover, while advances in remote sensing
science and technology (such as new sensors and image analysis
techniques) seek to address land cover mapping (classification)
error, the availability of suitable reference (training and test) data
is a fundamental requirement in supervised image classification
(Foody et al., 2016). Training and test data are also expensive
(Pflugmacher et al., 2012), and as such, there are significant bene-
fits to designing classifiers which make more efficient use of train-
ing data, such as reducing class information redundancy and
maximizing the application of training data for classes which are
rarer or more difficult to classify.

In this paper, we explore the relationship between ensemble
diversity and classification performance in the context of large area
land cover classification across complex forest ecosystems and
topography, using remote sensing and ancillary spatial data. We
focus on the relationship between ensemble diversity and ensem-
ble margin, two fundamental theories in ensemble learning. Apply-
ing the RF classifier, we evaluate different ways of inducing
diversity in ensemble classification to improve classification per-
formance and efficiency, and reduce training data redundancy.
The main novelty of our work is on boosting diversity by targeting
lower margin training samples (which represent class decision
boundaries or more difficult or rarer classes) in the learning pro-
cess. We also propose a new empirical analysis that explores the
influence of tree pruning, and decision tree depth, on diversity,
which leads to a better understanding of RF classifier performance.
The findings of this work may be used to inform training data col-
lection strategies and to design more efficient classification. Key
concepts used in the paper are introduced in sections II through
IV. Section V describes the study area and data, and experiments,
results and discussion are included in sections VI through VIIL

2. Random forests

Random forests (Breiman, 2001) is a popular ensemble classifier
(Belgiu and Dragut, 2016), which generates decision trees using
sub-sets of bootstrap-aggregated training data (sampling with
replacement), otherwise known as bagging. These decision trees
represent diverse base classifiers, which are combined into an
ensemble. In addition to bagging, diversity is induced through
the random selection of a sub-set of input (explanatory or predic-
tor) variables which are evaluated for partitioning data at each
decision tree node (Elghazel et al., 2011). A response variable is
predicted as a modal vote (for categorical data) or average (for con-
tinuous variables) among the ensemble decision trees. Studies
have reported that the number of variables randomly sampled to
split training data at decision tree nodes does not affect classifica-
tion rates (and other RF performance measures) (Cutler et al.,
2007).

3. Ensemble margin

The margin provides a measure of confidence in ensemble clas-
sification (Guo et al., 2011; Mellor et al., 2014, 2015) and is an

important concept in ensemble methods (Schapire and Freund,
1998). The ensemble margin is calculated as the difference
between the number of votes assigned to different classes by the
base classifiers in an ensemble. The unsupervised version of Scha-
pire’s margin (Eq. (1)) of a sample x is the difference between the
number of votes (respectively V. and V) assigned to the first
and second most popular classes (respectively c¢; and c,), nor-
malised by the number of base classifiers (T) in the ensemble,
regardless of true class labels (Guo and Boukir, 2013). It has been
used in large area remote sensing classification as an ancillary
measure of random forest classifier performance (Mellor et al.,
2014, 2015).

Vc] - Vc2

margin(x) = T

, 0 < margin(x) < 1 (1)
Correctly classified training instances with high margin values (i.e.
close to 1) represent instances located away from class decision
boundaries and can contain a high degree of redundant information
in a classification problem. Conversely, training instances with low
margin values (i.e. close to 0) are located near decision boundaries
and are more informative in a classification task. Unlike Schapire’s
margin (Schapire and Freund, 1998), which is supervised and calcu-
lated as the difference between votes assigned to the true class and
those assigned to the most voted class that is different from the true
class, class labels in the unsupervised margin (Guo and Boukir,
2013) (applied in this study) are not of significance. As such, the
unsupervised margin may be more robust to noise (Guo, 2011).
The mean margin (Eq. (2)) is a descriptive statistic for the ensemble
margin, calculated from the unsupervised margin values (Eq. (1)),
which can be used as a confidence measure for model performance
(Mellor et al., 2014, 2015). This measure ranges from —1 (weakest
ensemble classifier) to +1 (strongest ensemble classifier).

U= (ncluc) — (nm:um)’ -1 <
Ne + Ny

u <1 (2)
where n, is the number of correctly classified instances, n,, is the
number of misclassified instances, u. and p, are mean margins
for correctly and misclassified instances respectively.

4. Ensemble diversity

Ensemble diversity is important for majority vote accuracy and
aims at decreasing the probability of identical errors (correlation
between ensemble members). While it is accepted that diversity
improves overall ensemble classification performance, there is no
general agreement on how it should be quantified or dealt with
(Kapp et al., 2007), nor is there a widely perceived concept of diver-
sity or theoretical framework which supports the development of
methods to capture diversity among classifiers (Bi, 2012). A review
by Kuncheva and Whitaker (Kuncheva and Whitaker, 2003) com-
pared ten measures of pairwise and non pair-wise diversity, find-
ing most to be highly correlated. In pairwise measures, the
diversity values between all pairs of classifiers are initially calcu-
lated. The overall diversity measure value is then computed as
the mean of all pair-wise values. Unlike pairwise measures, non-
pairwise measures are calculated by counting a statistical value
of all ensemble classifiers to measure the whole diversity. There-
fore they generally run much faster than pairwise measures
(Guo, 2011). Diversity can be measured at the output (prediction)
level, the input (training data) level and at the structure or param-
eter level (Guo and Boukir, 2014). In this study, we measure diver-
sity at the output level (i.e. diversity among the class labels
assigned across each of the base classifiers in the ensemble), using
KW (Kohavi and Wolpert) variance (Kohavi and Wolpert, 1996), a
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