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TaggedPAbstract

Despite the promising results achieved in last years by statistical machine translation, and more precisely, by the neural

machine translation systems, this technology is still not error-free. The outputs of a machine translation system must be corrected

by a human agent in a post-editing phase. Interactive protocols foster a human�computer collaboration, in order to increase pro-

ductivity. In this work, we integrate the neural machine translation into the interactive machine translation framework. Moreover,

we propose new interactivity protocols, in order to provide the user an enhanced experience and a higher productivity. Results

obtained over a simulated benchmark show that interactive neural systems can significantly improve the classical phrase-based

approach in an interactive-predictive machine translation scenario.

� 2016 Published by Elsevier Ltd.
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1 1. Introduction

2 TaggedPThe statistical framework has allowed a breakthrough in machine translation (MT) and new systems provide

3 admissible results for many tasks. However, in other scopes the quality of fully-automated systems is insufficient. In

4 such cases, MT is used to obtain translation hypotheses, which must be supervised and corrected by a human agent

5 in a post-editing (PE) stage. This working method is more productive than a completely manual translation, since

6 the translator starts from an initial hypothesis that must be corrected. Nevertheless, this is a decoupled strategy in

7 which computer and human agent work independently. Higher efficiency rates can be reached if human and system

8 collaborate on a joint strategy. Seeking for this human�computer collaboration, Foster et al. (1997) introduced the

9 so-called interactive-predictive MT (IMT), further developed by Alabau et al. (2013); Barrachina et al. (2009);

10 Bender et al. (2005); Langlais and Lapalme (2002) and Macklovitch (2006).

11 TaggedPThis approach consists in an iterative prediction�correction process: each time the user corrects a word, the sys-

12 tem reacts offering a new translation hypothesis, expected to be better than the previous one. In the basic IMT pro-

13 posal, the user was constrained to follow a left-to-right protocol. Always was corrected the left-most wrong word

14 from a translation hypothesis. This word, together with the previous ones, formed a validated prefix. At each itera-

15 tion, the user validated a larger prefix and the system produced an appropriate suffix for completing the translation.
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16 TaggedPIMT evolved during the years, introducing advances related to the generation of the new suffix (Azadi and Kha-

17 divi, 2015; Cai et al., 2013; Green et al., 2014b; Koehn et al., 2014; Ortiz-Mart�nez, 2011), and the possibility of sug-

18 gesting more than one suffix (Koehn, 2010; Torregrosa et al., 2014). Other novelties came from profiting the use of

19 the mouse, validating a prefix and suggesting a new suffix each time the user clicked into a position to type a word

20 correction (Sanchis-Trilles et al., 2008). The addition of confidence measures aided the user to validate correct pre-

21 fixes (Gonz�alez-Rubio et al., 2010a; 2010b). The use of online learning techniques was also studied, aiming to

22 improve the system with the user feedback (Mathur et al., 2014; Nepveu et al., 2004; Ortiz-Mart�nez, 2016). Related
23 to this, Gonz�alez-Rubio et al. (2012) explored the active learning protocol in an interactive post-edition stage. An

24 interactive approach was also developed for hierarchical translation models (Gonz�alez-Rubio et al., 2013). Multi-

25 modal interaction integrated handwriting recognition/speech recognition into the IMT environment (Alabau et al.,

26 2011; 2014). Green et al. (2014a) investigated the interactive use of translation memories. Nonetheless, the core of

27 the user protocol remained the same in all these cited works. Recent works (Gonz�alez-Rubio et al., 2016) strove to

28 overcome the prefix-based approach. One of the interactive protocols proposed in our work, relies on these latter

29 ideas of breaking down the prefix constraint.

30 TaggedPThe prefix-based protocol suffered from three main issues: first, it was quite restrictive. The human translator was

31 forced to always follow the left-to-right validation direction. This could be unnatural for the users or even inadequate

32 in many cases. Second, the IMT system could produce worse suffixes, which also should be corrected by the user.

33 Apart from increasing the human effort of the process, this introduced an annoying behaviour: the user had to correct

34 words that were right in previous iterations, leading to user exasperation. The third issue was the computational cost

35 of the (prefix-constrained) search for alternative hypotheses, which prevented the use of regular decoders. The

36 increase of the computational power has alleviated this problem, allowing the use of more complex models and

37 search strategies, in order to reach real-time generation of successive hypotheses.

38 TaggedPPursuing to overcome both first problems, in this work we propose an alternative protocol: when a hypothesis is

39 generated, the user can select correct word sequences, called segments, from all over the sentence. These segments

40 are considered to be valid and will remain in future iterations. The user can also correct wrong words, as in the classi-

41 cal approach. The system offers then an alternative hypothesis, that takes into account the corrected word together

42 with the validated segments. Thus, correct parts of the hypothesis are kept during successive interactions, offering a

43 more comfortable user experience and an increase in the productivity.

44 TaggedPUp to now, the IMT approaches were based on discrete representations of words and sentences. Nevertheless, in

45 the last years, continuous representations of words and sentences have gained much the attention of the natural lan-

46 guage processing community. Distributed representations are richer than classical ones, yielding encouraging results.

47 Although neural models were already applied to MT long ago (Casta~no and Casacuberta, 1997), they finally took off

48 recently and its use has dramatically increased. Bengio et al. (2003) proposed to project words into a distributed space

49 and estimate the probabilities of a language model in such space. From here, continuous models have been used pro-

50 fusely in a wide range of tasks like language modelling (Mikolov et al., 2010; Schwenk, 2007; Sundermeyer et al.,

51 2012), handwritten text recognition (Graves et al., 2009) or automatic speech recognition (Graves et al., 2013). In the

52 MT field, neural models have been successfully introduced into the current statistical machine translation (SMT) pipe-

53 line, both in the phrase-based and hierarchical approaches (Devlin et al., 2014; Sundermeyer et al., 2014).

54 TaggedPIn addition to this, a neural approach to MT has been recently proposed (Cho et al., 2014; Kalchbrenner and Blun-

55 som, 2013; Sutskever et al., 2014). Neural machine translation (NMT) has emerged as one of the most promising

56 technologies to tackle the MT problem. It is based on the use of neural networks for building end-to-end systems.

57 The translation problem is addressed by a single, large neural network, which reads an input sentence and directly

58 generates its translation. This is opposed to classical approaches to MT (e.g. Koehn et al., 2003), made up of multiple

59 decoupled models. Most architectures are based on recurrent neural networks (RNN). In order to properly deal with

60 long-term relationships, RNNs use gated units, such as long short-term memory (LSTM) units (Hochreiter and

61 Schmidhuber, 1997) or gated recurrent units (GRU) (Cho et al., 2014).

62 TaggedPThere has been a significant effort for improving the NMT model. Thus, attention mechanisms were included to

63 the model (Bahdanau et al., 2015; Luong et al., 2015b), allowing the model to focus on different parts of the input

64 sentence. The out-of-vocabulary problem was tackled by Jean et al. (2015), Luong et al. (2015a) and Sennrich et al.

65 (2016). Jean et al. (2015) also investigated the use of large target vocabularies. Gulcehre et al. (2015) included addi-

66 tional monolingual resources into the system. NMT at character-level has also obtained promising results (Chung

67 et al., 2016; Costa-Juss�a and Fonollosa, 2016; Ling et al., 2015).
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