
JID:YDSPR AID:2063 /FLA [m5G; v1.194; Prn:29/12/2016; 15:59] P.1 (1-10)

Digital Signal Processing ••• (••••) •••–•••

Contents lists available at ScienceDirect

Digital Signal Processing

www.elsevier.com/locate/dsp

1 67

2 68

3 69

4 70

5 71

6 72

7 73

8 74

9 75

10 76

11 77

12 78

13 79

14 80

15 81

16 82

17 83

18 84

19 85

20 86

21 87

22 88

23 89

24 90

25 91

26 92

27 93

28 94

29 95

30 96

31 97

32 98

33 99

34 100

35 101

36 102

37 103

38 104

39 105

40 106

41 107

42 108

43 109

44 110

45 111

46 112

47 113

48 114

49 115

50 116

51 117

52 118

53 119

54 120

55 121

56 122

57 123

58 124

59 125

60 126

61 127

62 128

63 129

64 130

65 131

66 132

A factor graph-based iterative detection of faster-than-Nyquist 

signaling in the presence of phase noise and carrier frequency offset

Xiaotong Qi, Nan Wu ∗, Hua Wang, Weijie Yuan

School of Information and Electronics, Beijing Institute of Technology, Beijing, China

a r t i c l e i n f o a b s t r a c t

Article history:
Available online xxxx

Keywords:
Faster-than-Nyquist signaling
Phase noise (PHN)
Carrier frequency offset (CFO)
Factor graphs
Colored noise
Sum-product algorithm (SPA)
Variational message passing (VMP)

With the increasing demand for higher spectral efficiency in wireless communications, faster-than-
Nyquist (FTN) signaling has been rediscovered to increase transmission rate without expanding signaling 
bandwidth. Most existing studies focus on low-complexity FTN receiver design by assuming perfect 
synchronization. In practice, however, phase noise (PHN) and carrier frequency offset (CFO) may degrade 
the performance of FTN detector significantly. In this paper, we develop iterative FTN detector in the 
presence of PHN and CFO in a factor graph framework. Wiener process is employed to model the time 
evolution of nonstationary channel phase. The colored noise imposed by sampling of FTN signaling is 
approximated by autoregressive model. Based on the factor graph constructed, messages are derived on 
the two subgraphs, i.e., PHN and CFO estimation subgraph and the FTN symbol detection subgraph. We 
propose two methods to update the messages between subgraphs, namely, Gaussian approximation via 
Kullback–Leibler divergence (KLD) minimization and the combined sum-product and variational message 
passing (SP-VMP), both of which enable low-complexity parametric message passing. The proposed 
SP-VMP algorithm can provide closed-form expressions for parameters updating. Moreover, conjugate 
gradient (CG) method is adopted to solve the maximum a posteriori probability (MAP) estimation of 
CFO with fast convergence speed. Simulation results show the superior performance of the proposed 
algorithm compared with the existing methods and verify the advantage of FTN signaling compared with 
the Nyquist counterpart.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Faster-than-Nyquist (FTN) signaling, first proposed by Mazo in 
1970s [1], has been rediscovered in recent years as a promising 
technique to improve spectral efficiency while preserving the sig-
naling bandwidth [2–4]. It has been proved that FTN signaling can 
attain the same asymptotic error probability as the Nyquist sig-
naling as long as the packing factor is above the Mazo limit [5]. 
Nevertheless, since the shaping pulses of FTN signaling are packed 
to transmit more symbols during the same time interval T , the in-
tersymbol interference (ISI) is unavoidable.

Many studies have been performed to eliminate the intentional 
ISI imposed by FTN [6–11]. In [6], the FTN signaling is considered 
as a convolutional code and Viterbi algorithm is applied for symbol 
detection. A maximum a posteriori probability (MAP) detector with 
successive interference cancellation (SIC) is employed in [7]. In [8], 
a reduced-complexity turbo equalization-based M-algorithm BCJR 
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(M-BCJR) algorithms have been proposed. A frequency-domain 
equalization (FDE)-based FTN receiver is studied in [9], where the 
impact of ISI of FTN signaling is approximated by circulant matrix 
structure, which enables low-complexity minimum mean squared 
error (MMSE) symbol detection. The FDE-aided iterative detector 
is employed in a three-stage-concatenated FTN system in [10] to 
further improve the performance. However, the colored noise im-
posed by sampling the FTN signaling is not fully considered in [9,
10]. Using autoregressive (AR) process to model the colored noise, 
a graph-based linear MMSE (LMMSE) equalizer is developed in 
[11].

The existing studies on receiver design of FTN signaling assume 
perfect synchronization. In practice, however, local oscillator insta-
bilities of both transmitter and receiver will lead to phase noise 
(PHN), which becomes one of the major impairments to the perfor-
mance of communication systems. It is further exacerbated by the 
recent demand for larger bandwidth at higher frequencies, where 
PHN becomes much more severe as the oscillator frequency in-
creases. There have been many researches to address the impact 
of PHN for Nyquist signaling [12–17]. In [14] an iterative decod-
ing algorithm for channels impacted by strong PHN is proposed, 
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which utilizes the sum-product algorithm (SPA) [18] to derive the 
MAP symbol detector. Canonical distribution approach [19] has 
been employed to represent the probability density function (pdf) 
of PHN by Tikhonov distribution. In [15], variational bounding is 
employed to design the iterative detection algorithm, and then 
Taylor-series expansion is used to linearize the system model and 
extended Kalman smoothing is applied to calculate the soft esti-
mation of PHN. Based on variational inference, [16] constraints the 
free distribution as Gaussian or Dirac delta function to further re-
duce the complexity. In [17], by partitioning the received frame 
into partial blocks, the PHN is estimated based on discrete cosine 
transform (DCT) expansion. The estimation accuracy of the above 
algorithms degrades rapidly in the presence of carrier frequency 
offset (CFO). Although many pilot-aided CFO estimators can be em-
ployed [20], long training sequence leads to spectral efficiency loss. 
On the other hand, the presence of strong PHN may also degrade 
the accuracy of CFO estimation. Therefore, joint estimation of CFO 
and PHN should be considered. In [21], a joint detection and de-
coding algorithm in the presence of PHN and CFO is proposed 
based on factor graph, where CFO is quantized with equally spaced 
level and processed in parallel for each quantization value.

In this paper, we develop an iterative detection algorithm for 
FTN signaling in the presence of PHN and CFO. The impact of 
PHN and CFO is modeled as Wiener process and the colored 
noise imposed by the sampling of FTN signaling is approximated 
by AR model. Building on this, the joint posterior distribution is 
factorized efficiently and the corresponding factor graph is con-
structed. For ease of exposition, we further divide the whole fac-
tor graph into two subgraphs, namely, PHN and CFO estimation 
and FTN symbol detection, and the updating rules of messages 
are derived on each subgraphs. The proposed algorithm results in 
low-complexity parametric message passing to detect FTN sym-
bols iteratively on factor graph. Simulations results demonstrate 
the superior performance of the proposed algorithm in FTN sys-
tem compared with the state-of-the-art methods and the Nyquist 
counterpart. The main contributions of this paper are summarized 
in the following:

• Different from existing works that assume perfect synchro-
nization, we study more practical situation of FTN signaling 
detection in the presence of PHN and CFO. Based on the effi-
cient factorization of the joint posterior distribution, we solve 
the joint detection and estimation problem in factor graph 
framework.

• We propose two methods to update the messages between 
subgraphs, i.e., Gaussian approximation via Kullback–Leibler 
divergence (KLD) minimization and the combined sum-product 
and variational message passing (SP-VMP). Both of the two 
methods enable us to perform parametric message passing on 
factor graph. Especially, the proposed SP-VMP algorithm re-
sults in closed-form parameters updating rules.

• Instead of performing quantization on CFO as in [21], we use 
Dirac delta function with the MAP estimate to represent the 
message from the variable node of CFO, which avoids the com-
plex parallel processing for each quantized CFO value in [21]. 
Conjugate gradient (CG) method is adopted to solve the opti-
mization with faster convergence speed.

The remainder of this paper is organized as follows. Section 2
describes the system model. In Section 3, the probabilistic model 
of FTN signaling detection is presented and the factor graph is 
constructed. The updating rules of messages are derived on factor 
graph. The simulation results and discussions are given in Sec-
tion 4. Finally, conclusions are drawn in Section 5.

Notations: We use boldface capital letter to denote a matrix 
while boldface lower-case letter for a vector. �(·), (·)∗ represent 

Fig. 1. The block diagram of FTN system.

the real part, complex conjugate of a complex number; (·)T , (·)H

and (·)−1 are the transpose, conjugate transpose and the inverse 
operator, respectively; g(mx, vx; x) and gC(mx, vx; x) are real and 
complex Gaussian distribution of variable x with mean mx and 
variance vx , respectively; ∝ represents equality up to a constant 
normalization factor; W is the weight matrix; S\s denotes all ele-
ments in the set S but s.

2. System model

We consider a low-density parity-check (LDPC)-coded linearly 
modulated FTN system illustrated in Fig. 1. The mapping func-
tion from information bits d = [d0, ..., dN−1]T to coded symbols 
x = [x1, ..., xK ]T is denoted by x = ζC(d). The symbol sequence 
x is passed through a T -orthogonal root-raised-cosine (rRC) pulse 
shaping filter g(t) with signaling rate 1

τ T , where 0 < τ ≤ 1 is the 
packing factor of FTN signaling and T is the symbol interval of the 
Nyquist signaling. Then, the signal is transmitted over an additive 
white Gaussian noise (AWGN) channel. At receiver side, the signal 
is affected by PHN and CFO, which is given by

s(t) = [
∑

m

xm g(t − nτ T ) + n(t)]e jθ(t), (1)

where θ(t) represents the time varying channel phase and n(t)
is an additive white circularly symmetric complex Gaussian noise 
with power spectral density N0. Assuming perfect symbol timing 
between the transmitter and receiver, the received signal is passed 
though the matched filter and sampled with period τ T . The signal 
sample at the kth time instance is

rk =
+∞∫

−∞
s(t)g∗(t − kτ T )dt. (2)

Substituting (1) into (2) yields

rk = cke jθk + ωk, (3)

where ck = ∑∞
m=−∞ xmhm−k represents the symbols affected by 

the FTN imposed ISI with hm−k = ∫ +∞
−∞ g(t − mτ T )g∗(t − kτ T )dt , 

ωk is the colored noise samples with autocorrelation function 
given as [22]

R(m − k) = E[ωmω∗
k ] = N0hm−k. (4)

We can use autoregressive model of the first order to approximate 
the colored noise process, which is expressed as

ωk = αωk−1 + εk, (5)

where p(εk) = gC(0, σ 2
ε ; εk), the parameters α and σ 2

ε can be ob-
tained via Yule–Walker equation [23].

The time evolution of the channel phase due to PHN and CFO 
can be modeled by Wiener process. The discrete-time sample of 
θ(t) follows
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