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Delay-dependent stability and dissipativity analysis of

generalized neural networks with Markovian jump

parameters and two delay components ¶

Guoliang Chen∗ Jianwei Xia† Guangming Zhuang‡

Abstract

This paper focuses on the problem of delay-dependent stability and dissipativity analysis of gener-

alized neural networks(GNNs) with Markovian jump parameters and two delay components. By con-

structing novel augmented Lyapunov-Krasovskii functional(LKF), using free-matrix-based inequality to

estimate the derivative of Lyapunov function and employing the reciprocally convex approach to consider

the relationship between the time-varying delay and its interval, some improved delay-dependent stabil-

ity criteria and dissipativity criteria are established in terms of linear matrix inequalities. Moreover, the

obtained criteria is extended to analyze the stability analysis of GNNs with two delay components and

the passivity analysis of GNNs with one delay. Numerical examples are given to show the effectiveness

and the significant improvement of the proposed methods.
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1 Introduction

The problem of neural networks has been widely investigated in the last decades due to their potential

applications in many areas such as pattern recognition, static image processing, associative memory and

combinatorial optimization, and so on [1, 2]. Meanwhile, as a class of hybrid systems, the Markovian

jump systems provide a efficient way to model some practical systems. A great deal of practical systems

with random changes, sudden out disturbances and the related internal system response can be efficiently

transformed into a set of linear systems by a Markovian chain in a finite mode set. Therefore, lots of

work on Markovian jump systems has been reported in literature [3–9]. Consequently, the practical and

real neural networks with Markovian jump parameters differ from the typical ones, because it introduces

random variations into the models and makes the neural networks’ study more sense, much effort has been

made to investigate the neural networks with Markovian jump parameters in recent years [10–16].

On the other hand, it has been well known that time delays are inevitable encountered in many practi-

cal systems and usually the main reason resulting in some complex dynamic behaviors such as oscillation,

divergence, and even instability in practical systems. How to get less conservative results with maximum

admissible upper bound of the time delay is the main target for delayed systems, and many efficient tech-

nique has been reported in the past few years. Generally, the technique can be classified into two types: one

∗School of Mathematics Science, Liaocheng University, Liaocheng 252000, P. R. China. Email: Chenguoliang3936@126.com
†School of Mathematics Science, Liaocheng University, Liaocheng 252000, P. R. China. Corresponding Author. Email:

njustxjw@126.com
‡School of Mathematics Science, Liaocheng University, Shandong 252000, China. Email: zgmtsg@126.com

1



Download English Version:

https://daneshyari.com/en/article/4974601

Download Persian Version:

https://daneshyari.com/article/4974601

Daneshyari.com

https://daneshyari.com/en/article/4974601
https://daneshyari.com/article/4974601
https://daneshyari.com

