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Abstract

We investigate the structure of codes over Galois rings with respect to the Rosenbloom–Tsfasman

(shortly RT) metric. We define a standard form generator matrix and show how we can determine the

minimum distance of a code by taking advantage of its standard form. We compute the RT-weights

of a linear code given with a generator matrix in standard form. We define maximum distance rank

(shortly MDR) codes with respect to this metric and give the weights of the codewords of an MDR

code. Finally, we give a decoding technique for codes over Galois rings with respect to the RT metric.
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1. Introduction

The RT (non-Hamming) metric for codes over fields is defined in [1] and some bounds
for the minimum distance are established. Some applications of this metric to uniform
distributions are given in [2]. A MacWilliams identity for codes over matrices with respect
to the RT metric is proven in [3]. Also later, another MacWilliams identity for complete
weight enumerators of codes over matrices with respect to the RT metric is proven in [4].
The structure and decoding of linear codes over fields with respect to the RT metric have
been investigated in [5]. In [6] the structure and decoding of linear codes over the ring
Fq½u�ðu

sÞ with respect to the RT metric is explored. In this paper, we investigate the
structure of codes over Galois rings. We give a formula for RT-weights of codewords of a
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linear code given with a generator matrix in standard form. Later, we define maximum
distance rank (MDR) codes and compute the spectra of the weights of MDR linear codes.
Finally, we give a decoding technique for linear codes over integers modulo pe and finally
for Galois rings with respect to the RT metric.

Let R ¼ GRðpe; tÞ denote a finite Galois ring of characteristic pe and cardinality pet,
where p is a prime number and e; t are positive integers. Detailed and further information
regarding Galois rings can be found in [7,8].

The Hamming weight of a codeword u which is defined by wðuÞ ¼ jfi j uia0gj, i.e. the
number of the nonzero entries of u. The minimum weight wðCÞ of a code C is the smallest
possible weight among all its nonzero codewords. We observe that if C is a linear code then
dðCÞ ¼ wðCÞ.

A linear code C over a finite field is called a t-error correcting code if t ¼ bðd � 1Þ=2c,
where d ¼ dðCÞ. Further information regarding Hamming codes over fields can be
found in [9].

Let x ¼ ðx1;x2; . . . ; xnÞ 2 R
n. The RT weight of x is defined by

wNðxÞ ¼
maxfi jxia0g; xa0;

0; x ¼ 0:

(

The RT metric (r distance) is defined by rðx; yÞ ¼ wNðx� yÞ, where x; y 2 Rn.
Note the difference between the weight and distance notations of Hamming and RT

(non-Hamming) metrics. The letter ‘‘N’’ for RT metric is used to emphasize the non-
Hamming case.

Definition 1.1. An R submodule C of Rn is called an R-linear code.

Definition 1.2. Let C be an R-linear code. The minimum nonzero r distance between the
codewords of C is denoted by dNðCÞ: The minimum nonzero r weight among all
codewords of C is denoted by wNðCÞ: In linear case, dNðCÞ ¼ wNðCÞ; and dNðCÞ is called
the minimum distance of C with respect to the RT metric.

Theorem 1.1 (Huffman [10]). In Hamming case, a generator matrix of an R ¼ GRðpe; tÞ-
linear code C, is equivalent to a linear code generated by

A ¼

Ik1 A11 A12 � � � A1e

0 pIk2
A22 � � � pA2e

..

. ..
. ..

. ..
. ..

.

0 0 � � � pe�1Ike pe�1Aee

0
BBBBB@

1
CCCCCA, (1)

where Aij ’s denote matrices whose entries are from R and Ik1 ; Ik2 ; . . . ; Ike are identity

matrices of sizes k1; k2; . . . ; ke, respectively. The number of elements of C is equal to pta,
where a ¼

Pe
i kiðe� i þ 1Þ.

A linear code C generated by a matrix (1) is called a ðk1; k2; . . . ; keÞ-type code.
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