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a b s t r a c t

Frequency spectral data of mechanical vibration and acoustic signals relate to difficult-to-
measure production quality and quantity parameters of complex industrial processes.
A selective ensemble (SEN) algorithm can be used to build a soft sensor model of these pro-
cess parameters by fusing valued information selectively from different perspectives.
However, a combination of several optimized ensemble sub-models with SEN cannot guar-
antee the best prediction model. In this study, we use several techniques to construct
mechanical vibration and acoustic frequency spectra of a data-driven industrial process
parameter model based on selective fusion multi-condition samples and multi-source fea-
tures. Multi-layer SEN (MLSEN) strategy is used to simulate the domain expert cognitive
process. Genetic algorithm and kernel partial least squares are used to construct the
inside-layer SEN sub-model based on each mechanical vibration and acoustic frequency
spectral feature subset. Branch-and-bound and adaptive weighted fusion algorithms are
integrated to select and combine outputs of the inside-layer SEN sub-models. Then, the
outside-layer SEN is constructed. Thus, ‘‘sub-sampling training examples”-based and ‘‘ma-
nipulating input features”-based ensemble construction methods are integrated, thereby
realizing the selective information fusion process based on multi-condition history sam-
ples and multi-source input features. This novel approach is applied to a laboratory-scale
ball mill grinding process. A comparison with other methods indicates that the proposed
MLSEN approach effectively models mechanical vibration and acoustic signals.

� 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Accurate measurement of difficult-to-measure key production quality and quantity parameters within heavy mechanical
devices, such as load parameters of a ball mill in the mineral grinding process, is essential for operational optimization con-
trol of complex industrial processes [1]. However, the first principal models for measuring these process parameters are dif-
ficult to construct due to the complex working mechanism of these industrial processes. Moreover, the rotate working

http://dx.doi.org/10.1016/j.ymssp.2017.06.008
0888-3270/� 2017 Elsevier Ltd. All rights reserved.

⇑ Corresponding author.
E-mail addresses: freeflytang@bjut.edu.cn (J. Tang), wuzhiwei_2017@126.com (Z. Wu), jianzhang_neu@163.com (J. Zhang), yuw@ctrl.cinvestav.mx

(W. Yu).

Mechanical Systems and Signal Processing 99 (2018) 142–168

Contents lists available at ScienceDirect

Mechanical Systems and Signal Processing

journal homepage: www.elsevier .com/locate /ymssp

http://crossmark.crossref.org/dialog/?doi=10.1016/j.ymssp.2017.06.008&domain=pdf
http://dx.doi.org/10.1016/j.ymssp.2017.06.008
mailto:freeflytang@bjut.edu.cn
mailto:wuzhiwei_2017@126.com
mailto:jianzhang_neu@163.com
mailto:yuw@ctrl.cinvestav.mx
http://dx.doi.org/10.1016/j.ymssp.2017.06.008
http://www.sciencedirect.com/science/journal/08883270
http://www.elsevier.com/locate/ymssp


characteristics of these mechanical devices, such as ball mills, cause difficulty in measuring these process parameters with
direct measuring methods [2,3]. Mechanical devices of complex industrial processes produce strong vibration and acoustic
signals. However, in the time domain, valuable information relative to difficult-to-measure process parameters are buried in
a wide-band random noise signal known as white noise [4]. Studies show that high-dimensional frequency spectra contain
useful information for measuring these process parameters [5–7]. Thus, mechanical vibration and acoustic frequency spectra
have been used for process monitoring and modeling [8–10], such as load parameter modeling of a ball mill in the grinding
process. In the practical industrial process, domain experts can efficiently monitor the process parameters of familiar
mechanical devices by considering interesting information that originated from different operating conditions and multiple
sources. Thus, the development of reliable online sensors has become one of the bottlenecks and challenges in simulating
human cognitive behavior. Data-driven soft-sensing technique, as one of the major solving methods, has been used in broad
fields due to its inferential estimation capability [11–13]. This study focuses only on mechanical vibration and acoustic
signals to model difficult-to-measure process parameters.

Theoretically, mechanical vibration and acoustic signals of industrial mechanical devices have non-stationary and multi-
component characteristics. For example, a ball mill is a heavy high-energy-consuming mechanical equipment [14]. A ball
mill contains millions of balls arranged in different layers. These balls impact mineral ores and mill inside lines with different
impact forces and periods, thereby producing multiple mechanical sub-signals with different time scales. The normally mea-
sured strong shell vibration signal is mixed with these multi-scale sub-signals. Shell vibration is just one of the main sources
of the measured acoustic signals near the mill grinding zone. Domain experts can select useful multiple operating conditions
and multi-source features to make final decisions. In the practical grinding process, the acoustic signals are always used by
experts on the basis of their acoustic perception. In nature, human ears act as bandpass filters, which can discern useful
information from such multi-component signals. Moreover, the human brain has a multi-level structure. Simulating the
expert cognitive process remains a difficult open issue. Signal processing techniques are commonly used to analyze these
mechanical signals [15]. The transformed frequency spectra of mechanical vibration and acoustic signals contain useful
information relative to difficult-to-measure process parameters [16]. Thus, to simulate expert cognitive process, at least
three sub-problems should be focused on, namely, time/frequency domain transform, high-dimensional spectral feature
reduction, and soft measuring model, in terms of selective fusion multi-condition samples and multi-source features.

The normally used time/frequency transform method uses fast Fourier transform (FFT) on original mechanical vibration
and acoustic signals. In [17], frequency spectra are considered single scale. However, these mechanical vibration and acoustic
signals have non-stationary and multi-component characteristics. The FFT may be unsuitable in processing such mechanical
signals [18]. Some time/frequency analysis methods, such as discrete wavelet transform, continuous wavelet transform, and
wavelet packet transform, have been used for such mechanical signal-based fault diagnosis and image processing [19–25].
However, a suitable basic function has to be selected for any practical problem. Empirical mode decomposition (EMD) and its
variants can overcome this problem by obtaining a set of intrinsic mode functions (IMFs) [26,27] in terms of the frequency
distribution of different sub-signals, which have been successfully used in different industrial processes [28–32]. These IMFs
can be considered multi-source information that represents different sensors [33]. However, the number of valued IMFs is
limited. Moreover, different process parameters relate to different sub-signals. The FFT is also employed to address sub-
signals with different time scales, which have been applied in bear fault diagnosis and ball mill shell vibration analysis
[34,35]. These IMF-based frequency spectra are characterized by different scales and are thus called multi-scale frequency
spectrum. From the perspective of the components of mechanical signals, the single-scale frequency spectrum contains glo-
bal information, and the multi-scale frequency spectrum contains different local information with detailed physical interpre-
tation. However, the single-scale frequency spectrum can be used to extract or select feature subsets with different types of
information. For example, the shell vibration frequency spectrum can be divided into at least three parts, namely, the natural
frequency bands of the ball mill and its inside load, the main impact frequency bands of balls to mill liners, and the
secondary-impact frequency bands of balls to balls and other impacts [36]. From the viewpoint of the mechanical signal
components, the multi-scale frequency spectra can be considered feature subsets with different local information. Theoret-
ically, multi-scale frequency spectra based on different IMFs can construct a soft sensor model with a more reasonable expla-
nation. However, this complex signal decomposition process can lead to uncertain and inaccurate information. Normally,
FFT-based single-scale frequency spectrum is the most widely used spectral data in practical industry.

This finding shows that the single-scale and the multi-scale frequency spectra include hundreds or thousands of
frequency variables with a high-frequency resolution (e.g., 1 Hz). Two approaches, namely, feature selection and feature
extraction, can be used to address the dimension reduction problem. Mutual information (MI)-based feature selection is
a more comprehensive approach than the others [37,38]. However, discarded variables may decrease the generalization
performance of the estimation model. Feature extraction method can determine an appropriate low-dimensional data from
the original one. Principal component analysis (PCA) is one of the normally used methods with different backgrounds
[39,40]. The kernel PCA method is one of the simplest and most elegant approaches to address the nonlinearity of industrial
processes [41–43]. Most studies indicate that global feature extraction can obtain better classification accuracy [44,45]. In
nature, manifold space learning is also a feature extraction method [46]. Normally, selected or extracted features are used to
construct soft sensor models based on statistical inference and machine learning techniques [47–50]. Some incremental
learning algorithms have been proposed to address the long learning time problem of these methods [51,52]. However,
the above methods take dimension reduction and model construction as two different phases. Moreover, the extracted
features from PCA do not take into account the correlation between input and output variables [53]. Projection to latent
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