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Abstract

We propose and justify new transforms of random vectors which provide, under a certain con-

dition, better associated accuracy than that of the optimal transforms, the generic Karhunen-

Loève transform and the transform considered by Brillinger. It is achieved by special struc-

tures of the proposed transforms which contain more parameters to optimize compared to

the known transforms.
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1. Introduction

1.1. Motivation

Techniques associated with data compression are used in a number of areas of signal

processing such as, to name a few, robust estimation of principal and minor components
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