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a b s t r a c t 

The speech signal conveys information on different time scales from short (20–40 ms) time scale or seg- 

mental, associated to phonological and phonetic information to long (150–250 ms) time scale or supra 

segmental, associated to syllabic and prosodic information. Linguistic and neurocognitive studies recog- 

nize the phonological classes at segmental level as the essential and invariant representations used in 

speech temporal organization. 

In the context of speech processing, a deep neural network (DNN) is an effective com putational method 

to infer the probability of individual phonological classes from a short segment of speech signal. A vec- 

tor of all phonological class probabilities is referred to as phonological posterior . There are only very few 

classes comprising a short term speech signal; hence, the phonological posterior is a sparse vector. Al- 

though the phonological posteriors are estimated at segmental level, we claim that they convey supra- 

segmental information. Specifically, we demonstrate that phonological posteriors are indicative of syllabic 

and prosodic events. 

Building on findings from converging linguistic evidence on the gestural model of Articulatory Phonol- 

ogy as well as the neural basis of speech perception, we hypothesize that phonological posteriors convey 

properties of linguistic classes at multiple time scales, and this information is embedded in their sup- 

port (index) of active coefficients. To verify this hypothesis, we obtain a binary representation of phono- 

logical posteriors at the segmental level which is referred to as first-order sparsity structure; the high- 

order structures are obtained by the concatenation of first-order binary vectors. It is then confirmed that 

the classification of supra-segmental linguistic events, the problem known as linguistic parsing , can be 

achieved with high accuracy using a simple binary pattern matching of first-order or high-order struc- 

tures. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

A theory of Articulatory Phonology ( Browman and Gold- 

stein, 1986 ) suggests that an utterance is described by tem- 

porally overlapped distinctive constriction actions of the vocal 

tract organs, known as gestures. Gestures are changes in the vo- 

cal tract, such as opening and closing, widening and narrow- 

ing, and they are phonetic in nature ( Fowler et al., 2015 ). Ges- 

tures compose units of information and can be used to distinguish 

words in all languages. Recent work on Articulatory Phonology 

( Goldstein and Fowler, 2003 ) further suggests an existence of cou- 

pling/synchronisation of gestures that influence the syllable struc- 

ture of an utterance. 
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Phonological classes (e.g., ( Chomsky and Halle, 1968; Jakob- 

son and Halle, 1956 )) emerge during the phonological encod- 

ing process – the processes of speech planning for articulation, 

namely the preparation of an abstract phonological code and 

its transformation into speech motor plans that guide articu- 

lation ( Levelt, 1993 ). Stevens (2005) reviews evidence about a 

universal set of phonological classes that consists of articulator- 

bound classes and articulator-free classes ([continuant], [sonorant], 

[strident]). We support the hypothesis in this work and con- 

sider phonological classes in our work as essential and invariant 

acoustic-phonetic elements used in both linguistics and cognitive 

neuroscience studies for speech temporal organization. 

In the present paper, we study inferred phonological poste- 

rior features that consist of phonological class probabilities given 

a segment of input speech signal. The class-conditional posterior 

probabilities are estimated using a Deep Neural Network (DNN). 

Cernak et al. (2015b ) introduce the phonological posterior fea- 
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tures for phonological analysis and synthesis, and we hypothe- 

sise their relation to the linguistic gestural model. Saltzman and 

Munhall (1989) describe the constriction dynamics model as a 

computational system that incorporates the theory of articulatory 

phonology. This gestural model defines gestural scores as the tem- 

poral activation of each gesture in an utterance. Thus, we hypothe- 

sise that phonological posteriors are related to gestural scores and 

that the trajectories of phonological posteriors correspond to the 

distal representation of articulatory gestures. In a broader view, we 

consider the trajectories of phonological posteriors as articulatory- 

bound and articulatory-free gestures. Since gestures are linguisti- 

cally relevant ( Liberman and Whalen, 20 0 0 ), we hypothesize that 

phonological posteriors should convey supra-segmental informa- 

tion through their inter-dependency low-dimensional structures. 

Hence, by characterizing the structure of phonological posteriors, 

it should be possible to perform a top-down linguistic parsing, i.e., 

by knowing a priori where linguistic boundaries lie. 

Previously in ( Asaei et al., 2015 ), we have shown that phono- 

logical posteriors admit sparsity structures underlying short-term 

segmental representations where the structures are quantified as 

sparse binary vectors. In this work, we explore this idea fur- 

ther and consider trajectories of phonological posteriors for supra- 

segmental structures. We show that unique structures (codes) exist 

for distinct linguistic classes and identification of these structures 

enables us to perform linguistic parsing. The linguistic parsing is 

thus achieved through identification of low dimensional sparsity 

structures of phonological posteriors followed by binary pattern 

matching. This idea is in line with an assumption that physical and 

cognitive speech structures are, in fact, the low and high dimen- 

sional descriptions of a single (complex) system 

1 . 

Our contribution to advance the study of phonological posteri- 

ors is two-fold: First, we review converging evidence from linguis- 

tic and neural basis of speech perception, that support the hypoth- 

esis about phonological posteriors conveying properties of linguis- 

tic classes at multiple time scales. Second, we propose linguistic 

parsing based on structured sparsity as low dimensional character- 

ization of phonological posteriors. 

The rest of the paper is organized as follows. Section 2 pro- 

vides review of the definition and relation of phonological pos- 

teriors to the linguistic gestural model and subsequently to cog- 

nitive neuroscience, Section 3 introduces linguistic parsing, and 

Section 4 presents the details of experimental analysis. Finally, 

Section 5 concludes the paper and discusses the results in a 

broader context. 

2. Phonological class-conditional posteriors 

Fig. 1 illustrates the process of the phonological analysis 

( Cernak et al., 2015b; Yu et al., 2012 ). The phonological poste- 

rior features are extracted starting with converting a segment 

of speech samples into a sequence of acoustic features X = 

{ � x 1 , . . . , � x n , . . . , � x N } where N denotes the number of segments in 

the utterance. Conventional cepstral coefficients can be used as 

acoustic features. Then, a bank of phonological class analysers 

realised via neural network classifiers converts the acoustic fea- 

ture observation sequence X into a sequence of phonological pos- 

terior probabilities Z = { � z 1 , . . . , � z n , . . . , � z N } ; a posterior probability 

�
 z n = [ p(c 1 | x n ) , . . . , p(c k | x n ) , . . . , p(c K | x n )] � consists of K phonolog- 

ical class-conditional posterior probabilities where c k denotes the 

phonological class and . � stands for the transpose operator. 

The phonological posteriors Z yield a parametric speech rep- 

resentation, and we hypothesise that the trajectories of the 

articulatory-bound phonological posteriors correspond to the dis- 

1 http://www.haskins.yale.edu/research/gestural.html . 

Fig. 1. The process of phonological analysis. Each segment of speech signal is repre- 

sented by phonological posterior probabilities � z n that consist of K class-conditional 

posterior probabilities. For each phonological class, a DNN is trained to estimate its 

posterior probability given the input acoustic features. 

tal representation of the gestures in the gestural model of speech 

production (and perception). For example, Fig. 2 shows a compar- 

ison of articulatory tongue tip gestures (vertical direction with re- 

spect to the occlusal plane) and the phonological anterior poste- 

rior features, on an electromagnetic articulography (EMA) record- 

ing ( Lee et al., 2005 ). The articulatory gesture and phonological 

posteriors trajectory have the same number of maximums, and 

their relation is evident. A more asynchronous relation toward the 

end of utterance is caused by asynchronous relations of fast tongue 

tip movements causing an obstruction in the mouth and generated 

acoustics. 

The hypothesis of correspondence of the phonological pos- 

terior features to the gestural trajectories is also motivated by 

the analogy to the constriction dynamics model ( Saltzman and 

Munhall, 1989 ) that takes gestural scores as input and generates 

articulator trajectories and acoustic output. Alternatively to this 

constriction dynamics model, we generate acoustic output using a 

phonological synthesis DNN described in Cernak et al. (2015b ). 

In the following sections, we outline converging evidence from 

linguistics as well as the neural basis of speech perception, that 

support the hypothesis about phonological posteriors conveying 

properties of linguistic classes at multiple time scales. 

2.1. Linguistic evidence 

Linguistics defines two traditional components of speech struc- 

tures: 

1. Cognitive structure consisting of system primitives, that is, the 

units of representation for cognitively relevant objects such as 

phonemes or syllables. The system primitives are represented 

by canonical phonological features (classes) that emerge during 

the phonological encoding process ( Levelt, 1993 ). 

2. Physical structure generated by a set of permissible operations 

over cognitive system primitives that yield the observed (sur- 

face) patterns. The physical structure is represented by sur- 

face phonological features, continuous variables that may be 

partially estimated from the speech signal by inverse filtering. 

Phonological posteriors can also be classified as surface phono- 

logical features. 

The canonical (discrete) phonological features have been used 

over the last 60 years to describe cognitive structures of speech 

sounds. Miller and Nicely (1955) have experimentally shown that 

consonant confusions were perceived similarly for the isolated 

phonemes and the phonemes within the perceptual groups they 

form (for example / t /, / p / and / k / form a perceptual group, charac- 

terised by binary features of voiceless stops). Canonical features are 

extensively studied in phonology. In the tradition of Jakobson and 

Halle (1956) and Chomsky and Halle (1968) , phonemes are as- 

sumed to consist of feature bundles – the Sound Pattern of En- 

glish (SPE). Later advanced phonological systems were proposed, 
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