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Abstract

When a series of Bernoulli trials occur within a fixed time frame or limited space, it is often interesting to assess if the successful outcomes
have occurred completely at random, or if they tend to group together. One example, in genetics, is detecting grouping of genes within a genome.
Approximations of the distribution of successes are possible, but they become inaccurate for small sample sizes. In this article, we describe the
exact distribution of time between random, non-overlapping successes in discrete time of fixed length. A complete description of the probability
mass function, the cumulative distribution function, mean, variance and recurrence relation is included. We propose an associated test for the
over-representation of short distances and illustrate the methodology through relevant examples. The theory is implemented in an R package
including probability mass, cumulative distribution, quantile function, random number generator, simulation functions, and functions for testing.
c⃝ 2016 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/

by/4.0/).
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1. Introduction

In some problems, especially in the domain of bioinformat-
ics where gene clusters and operons are often studied [1], the
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data can be seen as a number of Bernoulli trials (defined as R)
where the number of successes (defined as r ≥ 2) is known.
The scientific questions of interest are related to the distances
between the successes; are they evenly distributed in the series
or do they cluster? Available statistical distributions and soft-
ware today can only give approximate solutions to the problem
(see the following section, Problems and Background). There-
fore a formal, statistical test procedure is needed.
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In this article we propose a distribution and accompanying
test to solve these problems. Since the main areas of application
are likely to be in bioinformatics and computational statistics,
it is natural to make the procedures available in the form of
an R package. We have implemented efficient procedures with
simple user interfaces that cover all facets of the theory in an R
package, called fixedTimeEvents.

2. Problems and background

There are several distributions that describe the number of
successes over some interval in time or space, for example the
Poisson, exponential, negative binomial and geometric distri-
butions [2]. The Poisson distribution describes the probability
of a given number of non-overlapping successes occurring in
a fixed interval. With the exponential distribution, we find the
distance (‘waiting time’) between successful events in the Pois-
son distribution. In its discrete version, the negative binomial
distribution is often named the Pascal distribution. This gives
the number of successes in a series of Bernoulli trials before a
given number of failures have occurred. Likewise, the geomet-
ric distribution gives the distance between successful Bernoulli
trials when there is no upper limit to the number of trials.

With discrete, non-overlapping trials, the probability of suc-
cess in each Bernoulli trial is defined to be r/R = #successes/
#trials, where r is the number of successes and R is the number
of trials. However, the extra limitation on the total number of
trials, means the distance between two consecutive successes,
X , does not have an exact geometric distribution. Here, the dis-
crete random variable X is defined to be 1 if two consecutive
successes are neighbours, 2 if there is a single failure between
the successes and so on. For large R and r , the probability mass
function of X can be approximated by a discretised version of
the exponential distribution. However, this approximation is in-
accurate for small R or r and it becomes worse as the ratio
r/R → 1. For these reasons, we present a distribution for X
which is exact regardless of the sizes of R and r . Theorems
with proofs (see the Appendix section) are included, and code
samples based on the accompanying R package [3] are given in
the Examples section.

Following the above definition of X as the distance between
two consecutive successes in a fixed-length series of Bernoulli
trials, we make some observations regarding the realisations of
this distance. If one success follows the next, we observe the
minimum distance: min(X) = 1. The maximum obtainable
distance is max(X) = R −r +1. This occurs if a single success
is located in one end of the series of R events while all other
successes are clustered at the opposite end. If R = 5 and r = 3,
R − r + 1 = 5 − 3 + 1 = 3, leading to 3 possible realisations
of X : x ∈ 1, 2, 3 (x is an observed distance in a sample). This
is easily verified by looking at the results in Table 1.

We propose the following probability mass function for the
distance X between consecutive successes when there are r
successes in R trials:

P(X = x; R, r) = f (x; R, r) =


R−x
r−1




R
r

 (1)

for x ∈ 1, . . . , R − r + 1, r ≥ 2 and R ≥ r , where the notation
n
p


is used to signify the binomial coefficient, for example

R
r


= R!/(r !(R − r)!).

This follows the ordinary argument of (#successful outcomes)
/(#possible outcomes). It is easier to justify the function if
one expands the fraction with r − 1. Starting with the de-
nominator, this is simply the number of possible consecutive

pairs in all unordered samples of r from R, i.e. (r − 1) ·


R
r


.

The numerator, (r − 1) ·


R−x
r−1


, is the number of possible con-

secutive pairs with distance x among all possible ways of draw-
ing r from R without replacement. In the Examples section this
can be verified by counting the occurrences in a small example.

We also observe that the fraction


R−x
r−1


/


R
r


gives the pro-

portion of trials where r − 1 is selected from the remainder of
R when fixing the first success at position x .

All values of P(X = x; R, r) are positive since they are
defined as ratios of binomial coefficients. It can be shown thatR−r+1

x=1


R−x
r−1


=


R
r


, such that the probability mass sums

to 1 over all values of x . The most extreme values of x will
have the following simple probabilities: f (1; R, r) = r/R and

f (R−r+1; R, r) = 1/


R
r


, which are the largest and smallest

values of f (x; R, r), respectively.

Theorem 1. The mean value of the proposed distribution is:

µ =
R + 1
r + 1

. (2)

The variance is of less interest as the distribution is highly
asymmetric, but it can also be shown that a general expression
is the following:

σ 2
=

r(R + 1)(R − r)

(r + 1)2(r + 2)
. (3)

The most trivial example would be when the number of
successful events equals the number of possible events (R = r )
which leads to µ = 1 and σ 2

= 0, which is obvious, as all
distances between successes will be 1.

Theorem 2. The recurrence relation for the proposed distribu-
tion for increasing values of x is:

P(X = x + 1; R, r) =


R−(x+1)

r−1




R
r


=


1 −

r − 1
R − x


P(X = x; R, r). (4)

Theorem 3. The cumulative distribution function of the
proposed distribution is:
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