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Abstract

We develop a fast method for optimally designing experiments in the context of statistical seismic source inversion. In particular,
we efficiently compute the optimal number and locations of the receivers or seismographs. The seismic source is modeled by a point
moment tensor multiplied by a time-dependent function. The parameters include the source location, moment tensor components,
and start time and frequency in the time function. The forward problem is modeled by elastodynamic wave equations. We show
that the Hessian of the cost functional, which is usually defined as the square of the weighted L2 norm of the difference between
the experimental data and the simulated data, is proportional to the measurement time and the number of receivers. Consequently,
the posterior distribution of the parameters, in a Bayesian setting, concentrates around the “true” parameters, and we can employ
Laplace approximation and speed up the estimation of the expected Kullback–Leibler divergence (expected information gain),
the optimality criterion in the experimental design procedure. Since the source parameters span several magnitudes, we use a
scaling matrix for efficient control of the condition number of the original Hessian matrix. We use a second-order accurate finite
difference method to compute the Hessian matrix and either sparse quadrature or Monte Carlo sampling to carry out numerical
integration. We demonstrate the efficiency, accuracy, and applicability of our method on a two-dimensional seismic source inversion
problem.
c⃝ 2015 Elsevier B.V. All rights reserved.
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1. Introduction

In seismic source inversion, the source parameters can be estimated based on minimizing a cost functional, which
is usually given by the weighted L2 norm of the difference between the recorded and simulated data. The simulated
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data are obtained by solving a complex forward model, which is described by a set of elastic wave equations. The
recorded data are usually the time series of ground displacements, velocities and accelerations, recorded by an array
of receivers (seismographs) on the surface of the ground and in observation wells. On the other hand, if we treat
the source parameters as random variables, we seek a complete statistical description of all parameter values that
are consistent with the noisy measured data. This can be achieved using a Bayesian approach [1] by formulating the
inverse problem as a statistical inference problem, incorporating uncertainties in the measurements, the forward model,
and any prior information about the parameters. The solution of this inverse problem is the set of posterior probability
densities of the parameters updated from prior probability densities using Bayes theorem. Meanwhile, the maximum
a posteriori (MAP) estimation is obtained by minimizing a cost functional, defined as the negative logarithm of the
posterior.

Considering the financial and logistic costs of collecting real data, it is important to design an optimal data ac-
quisition procedure, with the optimal number and locations of receivers. In the current work, we assume that there
is additive Gaussian measurement noise and model the seismic source by a point moment tensor multiplied by a
time-dependent function. The parameters include the source location, moment tensor components, and start time and
frequency in the time function. There are in total Nθ = 7 parameters in the two-dimensional model and Nθ = 11
parameters in a three-dimensional model. We then consider the problem of optimal experimental design in a Bayesian
framework. Under this Bayesian setting, a prior probability density function (pdf) of the source parameters is given
based on expert opinion and/or historical data, and the effect of the measured data is incorporated in a likelihood
function. A posterior pdf of the parameters is then obtained through Bayes theorem by the scaled product of the
prior pdf and the likelihood function. To measure the amount of information obtained from a proposed experiment,
we use the expected Kullback–Leibler divergence, also called the expected information gain. It is specifically de-
fined as the marginalization of the logarithmic ratio between the posterior pdf and prior pdf over all possible values
of seismic source parameters and the data. The optimal experimental setup will then be the one that maximizes the
expected information gain. Finding such an optimal experiment requires calculating the expected information gains
corresponding to many possible setups. See [2] for more details.

The common method for estimating the expected information gain is based on sample averages, which leads to a
double-loop integral estimator [3,4]. This approach can be prohibitively expensive when the simulated data are related
to solutions of complex partial differential equations (PDEs). Hence, in such cases, such as seismic source inversion,
more efficient approaches are required.

In this paper, we develop a new technique for efficiently computing the expected information gain of non-repeatable
experiments arising from seismic source inversion. The efficiency of the new approach, which is based on our
recent work in [5], results from the reduction of the double-loop integration to a single-loop one. This reduction
can be accurately performed by Laplace approximation when the posterior distribution of the source parameters is
concentrated. As the main contribution of the current work, we show that the posterior pdf concentrates around “true”
source parameters, due to the fact that the Hessian of the cost functional is proportional to the number of receivers and
measurement time. Consequently, the error of our approximation diminishes by increasing the number of receivers
and recording time and by improving the precision of our measurements. Hence, we extend the methodology in [5]
from repeatable static problems to non-repeatable time-dependent problems, e.g., earthquakes. From a mathematical
point of view, we seek the concentration of posterior probability distribution conditioned on a time series of data
instead of repetitive experiments. We also carry out a rescaling of the original parameters to address the issue of
an ill-conditioned Hessian matrix stemming from the large span of the parametric magnitudes in the seismic source
term. The integrand of the approximated expected information gain is a function of the rescaled posterior covariance
matrix, which can be obtained by solving Nθ + 2 forward problems, consisting of Nθ + 1 primal problems and 1 dual
problem.

The remainder of this paper is organized in the following way. In Section 2, we formulate the experimental design
problem for seismic source inversion and briefly introduce the cost functional and the expected information gain for a
given experimental setup in the Bayesian setting. We present the approximated form of the expected information gain
based on Laplace approximation and derive the rate of errors in Section 3. In the same section, we also summarize
the finite difference method for solving the forward problems, the adjoint approach for obtaining the Hessian
matrix, and the sparse quadratures and Monte Carlo sampling for numerical integration. In Section 4, we consider
numerical examples for a simplified earthquake and design optimal experiments. Conclusions are presented in
Section 5.
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