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a  b  s  t  r  a  c  t

State  estimation  for  a system  with  irregular  rate  and  delayed  measurements  is  studied  using  fusion
Kalman  filter.  Lab  data  in process  plants  is usually  more  accurate  compared  to  other  measurements.
However,  it  is  often  slow  rate  and subject  to variable  delay  and  irregularity  in  sampling  time. Fast  rate
state estimation  can  be  conducted  using  fast  rate  measurement,  while  the  slow  rate  lab  data  can  be  used
to  improve  the accuracy  of  estimation  whenever  it is available.  For  this  purpose,  two  Kalman  filters  are
used  to  estimate  the  states  based  on each  type  of  measurement.  The  estimates  are  fused  in the  next
step  by  considering  the  correlation  between  them.  An iterative  algorithm  to obtain  the  cross-covariance
matrix  between  the  estimation  errors  of  the  two Kalman  filters  is  presented  and  employed  in the  fusion
process.  The  improvement  on the  accuracy  of estimation  and  comparison  with  other  optimal  fusion
state  estimation  techniques  are discussed  through  a simulation  example,  a pilot-scale  experiment  and
an industrial  case  study.

© 2017  Elsevier  Ltd. All  rights  reserved.

1. Introduction

LAB analysis usually provides more accurate measurements for
chemical process quality variables like composition of chemicals
and so on. However, they are often infrequent (slow rate) with pos-
sible sampling irregularity. Besides, results from lab analysis may
be available only after some variable time delay. Therefore, online
instruments are usually incorporated to provide regular, fast rate
and delay free measurements, which are normally not as accurate
as lab data. The problem of fusing these two sets of data to provide
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a regular fast rate state estimate with maximum possible accuracy
has attracted the attention of many researchers and practitioners.

State estimation in the presence of noise is well solved using
Kalman filter (KF) by minimizing the mean square error of the esti-
mated state [1]. This estimate can be used for various purposes
including state feedback controller design [2,3], soft sensor devel-
opment [4,5] and fault detection [6,7], to name a few. Multi sensor
estimation can also be viewed as a filtering problem, so that Kalman
filter can be used as means to fuse information of various sensors.
Several methods have been proposed to fuse the information of
measurements in order to improve the state estimation [8,9]. Will-
ner [10] presents three different fusion methods. The parallel filter
(PF) method simply considers the process as a multi-output system,
and applies directly a multiple output KF for state estimation. This
method is applicable when both sensor measurements are avail-
able at the same time. In sequential filter (SF), the estimate of states
based on the KF using the first output is considered as the state pre-
diction for the Kalman filter of the second output. In other words,
the second output is used to improve the state estimate provided
by the first output. The third method is called data compression or
outputs fusion (OF), in which at first the outputs are fused using
their noise covariance matrix, assuming the independency of the
output noises. Then, this fused output is used as the measurement
in a single output KF. This method requires similarity of the out-
put measurements. In the track to track fusion (TTF) [11] the state
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estimates of two  individual single-output KFs are fused consider-
ing correlation between them. In this approach, each KF utilizes its
own estimate at every sampling instant for the prediction step of
the next sampling time. The main advantage of TTF is the indepen-
dence of two estimators from each other. However, this results in
sub-optimality of the estimation. Gao & Harris [12] proposed a vari-
ation of this method which they called modified TTF (MTTF). It is
the same as TTF except that the fused state estimate is used for the
prediction step of both individual KFs. The track fusion prediction
(TFP) method, also presented by Gao & Harris [12], is the same as
MTTF except that after the prediction steps, the predicted states of
KFs are first fused and then used for state estimation in the update
step of each individual KFs. Similar to MTTF, these two  updated
state estimates are fused to provide the final state estimate.

The above fusion methods are limited to delay free measure-
ments with equal sampling rate among all sensors. In the presence
of multi-rate sampling measurements, the estimation is based
only on the fast rate measurement except in the samples at
which the slow rate measurements are available, in which, the
estimation comes out of fusion of both sensors [13]. In many
applications like target tracking [14,15], network communication
[16,17], vision-based robot movement or environment estimation
[18] and including laboratory measurement for estimation in the
process plants [4,19], the multi-rate sensor fusion considers time
delays in some of the measurements. To deal with multi-rate time
delay problem one can use delayed measurement to update the
state estimate at the time when the sample is taken. Then, repeat
the KF of frequent (fast rate) measurement for the rest of the sam-
ples up to the current time [20]. This method needs a historical
data storage as well as large amount of re-computation by the fast
rate Kalman filter when the infrequent (slow rate) data becomes
available. Alexander [21] studied this problem by updating the
filter covariance matrix when the delayed measurement is avail-
able. Larsen et al. [20] improved this method by using the concept
of extrapolating the measurement output, in which they defined
an extrapolated output at the time the lab data is available. This
extrapolated output is tuned so that the estimation error using it
and the current state estimate is the same as the estimation error
at the time the lab sample is taken. The tuned extrapolated out-
put is used in a Kalman filter to update the state estimate, while
the gain of the Kalman filter is determined by minimizing the trace
of the covariance matrix of the estimation. Penarrocha et al. [22]
obtained the state estimate through negative time calculation. Out-
of-sequence measurement (OOSM) method [14,23], uses the same
concept by state retrodiction of the fast rate estimate to the time the
delayed measurement is taken and then incorporate the delayed
measurement through sequential filter state estimation. Guangyue
et al. [18] fused the state estimate from delayed vision measure-
ment with that of the fast rate sensors in motion estimation of robot
end effector using some fusion approximation in the framework of
MTTF. Guo and Huang [4] considered two sequential filters using
the state and covariance matrix at the time the lab data is sampled
to estimate the states at the time the lab data is ready. The effect of
their mutual information was extracted from one of them and the
residual was fused with the other state estimate. Delayed fusion
estimation is also important when data are transmitted over net-
work, where delay time of packet arrival is a random variable. So the
fusion should also consider the probabilistic behavior of the com-
munication delay. In [24], the output measurement is re-organized
in order to introduce an output based on the innovation of the mea-
surement signal when a delayed measurement is available. Shi et al.
[25] used a data storage and recalculation of the state estimate
when a delayed data was available. They studied the maximum
data storage length to have efficient improvement in the state esti-
mation. Zhu et al. [26] introduced an augmented state space model
considering the current and delayed measurement and data avail-

ability indices as well as the original model states. Then Kalman
filter was  used to estimate the state of this model.

In this paper, we present the modified delayed TTF (MDTTF) as
the extension of the MTTF method of [12] into the case of multi-rate
output when one of the outputs is fast, regular and delay free and
the other is slow, irregular and only available after varying delay.
In contrast to the method presented in [4], the mutual informa-
tion is not extracted explicitly from one of the estimates; instead,
they are directly fused using optimal fusion method. As a result,
its optimality is also guaranteed in the presence of noise. The pro-
posed method is compared with alternative methods for the same
problem through simulation and experimental case studies.

The remainder of the paper is organized as follows. The prob-
lem statement is explicitly presented in Section 2. In Section 3,
the cross-covariance matrix of the state estimations is derived and
an iterative Kalman filter fusion algorithm is presented to fuse
the state estimates. In Section 4, the presented algorithm is com-
pared to some other methods through simulation and experimental
industrial case studies. Section 5 concludes the paper.

2. Problem statement

Consider a chemical process with two sets of sensors. The first
set consists of ordinary sensors which provide delay free measure-
ments at a regular yet fast sampling rate. The second set comprises
of lab data. As illustrated in Fig. 1, a chemical material sample is
taken from the process at some specific time instant s automatically
or manually by operators, and sent to the laboratory for analysis.
Usually, it takes a long time for the laboratory to analyze the mate-
rial and provide the measurement at some sample time ks. This
lab data is usually more accurate compared to ordinary fast rate
sensors. However, it is slow rate and available after some variable
time delay depending upon the time taken for lab analysis. The time
interval between two  consecutive samples may also be irregular in
case samples are collected manually by operators. The problem is to
find a method to fuse the fast rate, regular, delay free but less accu-
rate measurement with the slow rate, irregular, delayed but more
accurate measurement to improve the state estimation through a
Kalman filter.

Consider the following process:

x (t  + 1) = Ax (t) + Bu (t) + w (t) (1)

yf (t) = Cf x (t) +  vf (t) (2)

yi (ks) = Cix (s) +  vi (s) (3)

where x ∈ Rn is the state to be estimated, u ∈ Rm is the input vec-
tor, yf ∈ Rmf is the regular and frequent output and yi ∈ Rmi is
the irregular and infrequent measurements. The noises w, vf and
vi are i.i.d. Gaussian with zero mean and covariance matrices Q, Rf
& Ri, respectively. All matrices have conformable dimensions. The
frequent output yf is measured at every sampling instant and its

Fig. 1. Time distribution of the process sampling strategy. Black ticks are the fast
rate sampling time, denoted by t in the formulations and the red dots denote the
time a sample of material is taken for laboratory analysis. This slow rate sample time
might be irregular. Blue squares show the time the lab measurement is available.
This is the also the time at which the state estimates are fused. (For interpretation
of  the references to colour in this figure legend, the reader is referred to the web
version of this article.)
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