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Abstract

We present an optimization-level domain decomposition (DD) preconditioner for the solution of advection dominated elliptic linear-
quadratic optimal control problems, which arise in many science and engineering applications. The DD preconditioner is based on a
decomposition of the optimality conditions for the elliptic linear-quadratic optimal control problem into smaller subdomain optimality
conditions with Dirichlet boundary conditions for the states and the adjoints on the subdomain interfaces. These subdomain optimal-
ity conditions are coupled through Robin transmission conditions for the states and the adjoints. The parameters in the Robin trans-
mission condition depend on the advection. This decomposition leads to a Schur complement system in which the unknowns are the
state and adjoint variables on the subdomain interfaces. The Schur complement operator is the sum of subdomain Schur complement
operators, the application of which is shown to correspond to the solution of subdomain optimal control problems, which are essentially
smaller copies of the original optimal control problem. We show that, under suitable conditions, the application of the inverse of the
subdomain Schur complement operators requires the solution of a subdomain elliptic linear-quadratic optimal control problem with
Robin boundary conditions for the state.

Numerical tests for problems with distributed and with boundary control show that the dependence of the preconditioners on mesh
size and subdomain size is comparable to its counterpart applied to a single advection dominated equation. These tests also show that the
preconditioners are insensitive to the size of the control regularization parameter.
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1. Introduction

Optimization problems governed by (systems of) advection dominated elliptic partial differential equations (PDEs) arise
in many science and engineering applications, see, e.g., [1–11], either directly or as subproblems in Newton-type or sequen-
tial quadratic optimization algorithms for the solution of optimization problems governed by (systems of) nonlinear PDEs.
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This paper is concerned with optimization–level domain decomposition preconditioners for such problems. We focus our
presentation on the linear quadratic optimal control problem
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where oXD, oXN are boundary segments with oXD = oXnoXN, a; f ; g; r; ŷ are given functions, �, a > 0 are given scalars, and
n denotes the outward unit normal. Assumptions on these data that ensure the well-posedness of the problem will be given
in the next section. The material presented in this paper can be extended to boundary control problems and several other
objective functionals. The problem (1) and (2) is an optimization problem in the unknowns y and u, referred to as the state
and the control, respectively.

Our domain decomposition method for the solution of (1) and (2) generalizes the Neumann–Neumann domain decom-
position method, which is well known for the solution of single PDEs (see, e.g., the books [12–14]) to the optimization
context. Optimization–level Neumann–Neumann domain decomposition methods for elliptic optimal control problems
were first introduced in [15,16] for problems without advection. However, the presence of strong advection can significantly
alter the behavior of solution algorithms and typically requires their modification. For domain decomposition methods
applied to single advection dominated PDEs a nice overview of this issue is given in [14, Section 11.5.1]. The aim of
our paper is to tackle this issue for optimal control problems.

The domain decomposition method presented in this paper is formulated at the optimization level. The domain X is
partitioned into non-overlapping subdomains. Our domain decomposition methods decompose the optimality conditions
for (1) and (2). Auxiliary state and so-called adjoints (Lagrange multipliers) are introduced at the subdomain interfaces.
The states, adjoints, and controls in the interior of the subdomains are then viewed as implicit functions of the states
and adjoints on the interface, defined through the solution of subdomain optimality conditions. To obtain a solution of
the original problem (1) and (2), the states and adjoints on the interface have to be chosen such that the implicitly defined
states, adjoints, and controls in the interior of the subdomains satisfy certain Robin transmission conditions at the interface
boundaries. These transmission conditions take into account the advection dominated nature of the state equation and are
motivated by [17,18].

The optimization-level domain decomposition described in the previous paragraph leads to a Schur complement formu-
lation for the optimality system. The application of the Schur complement to a given vector of states and adjoints on the
interface, requires the parallel solution of subdomain optimal control problems that are essentially copies of (1) and (2)
restricted to the subdomains, but with Dirichlet boundary conditions at the subdomain interfaces. The Schur complement
is the sum of subdomain Schur complements. Each subdomain Schur complement is shown to be invertible. The applica-
tion of the inverse of each subdomain Schur complement requires the solution of another subdomain optimal control prob-
lem that is also essentially a copy of (1) and (2) restricted to the respective subdomain, but with Robin boundary conditions
at the subdomain interfaces. The inverses of the subdomain Schur complements are used to derive preconditioners for the
Schur complement.

Section 2 briefly reviews results on the existence, uniqueness and characterization of solutions of (1) and (2). The domain
decomposition, interface conditions, subdomain Schur complements and their inverses are discussed in Section 3 using a
variational point of view. The corresponding algebraic form, properties of the subdomain Schur complement matrices and
some implementation details are presented in Section 4. The performance of the preconditioners on some model problems
with distributed control and boundary control are documented in Section 5.

Throughout this paper we use the following notation for norms and inner products. Let G � X � Rd or G � oX. We
define hf ; giG ¼

R
G f ðxÞgðxÞdx, kvk2

0;G ¼
R

G v2ðxÞdx, jvj21;G ¼
R
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2
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2
1;G. If G = X we

omit G and simply write hf,gi, etc.

2. The model problem

Multiplication of the advection–diffusion equation (2) by a test function

/ 2 Y ¼def
/ 2 H 1ðXÞ : / ¼ 0 on oXD

� �
;

integration over X, and performing integration by parts leads to the following weak form:

aðy;/Þ þ bðu;/Þ ¼ hf ;/i þ hg;/ioXN
8/ 2 Y ; ð3Þ
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