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a b s t r a c t

This paper studies synchronization of dynamical networks with event-based communication. Firstly, two
estimators are introduced into each node, one to estimate its own state, and the other to estimate the
average state of its neighbours. Then, with these two estimators, a distributed event-triggering rule (ETR)
with a dwell time is designed such that the network achieves synchronization asymptotically with no
Zeno behaviours. The designed ETR only depends on the information that each node can obtain, and thus
can be implemented in a decentralized way.

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Synchronization of dynamical networks, and its related
problem—consensus of multi-agent systems, have attracted a lot
of attention due to their extensive applications in various fields
(see Arenas, Díaz-Guilera, Kurths, Moreno, and Zhou, 2008; Olfati-
Saber, Fax, and Murray, 2007, Ren, Beard, and Atkins, 2007; Wu,
2007 for details). Motivated by the fact that connected nodes
in some real-world networks share information over a digital
platform, these problems have recently been investigated under
the circumstance that nodes communicate to their neighbours
only at certain discrete-time instants. To use the limited com-
munication network resources effectively, event-triggered control
(ETC) (see Heemels, Johansson, and Tabuada, 2012 and reference
therein) introduced in networked control systems has been exten-
sively used to synchronize networks. Under such a circumstance,
each node can only get limited information, and the main issue
becomes how to use these limited information to design an ETR
for each node such that the network achieves synchronization
asymptotically andmeanwhile to prevent Zeno behaviours that are
caused by the continuous/discrete-time hybrid nature of ETC, an
undesirable in practice (Tabuada, 2007).

Early works in ETC focused on dynamical networks with simple
node dynamics such as single-integrators and double-integrators.
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In Dimarogonas and Johansson (2009), distributed ETC was used
to achieve consensus. To prevent Zeno behaviour, a decentralized
ETR with a time-varying threshold was introduced to achieve
consensus in Seyboth, Dimarogonas, and Johansson (2013). Self-
triggered strategies were proposed in De Persis and Frasca (2013)
and shown to be robust to skews of the local clocks, delays, and
limited precision in the communication.

Most recently, attention has been increasingly paid to networks
with generalized linear node dynamics. Different types of ETC have
been developed to achieve either bounded or asymptotic synchro-
nization for suchnetworks (e.g., Demir and Lunze, 2012; Zhu, Jiang,
and Feng, 2014; Liu, Cao, De Persis, andHendrickx, 2013;Meng and
Chen, 2013; Xiao, Meng, and Chen, 2015; Garcia, Cao, Wang, and
Casbeer, 2015; Yang, Ren, Liu, and Chen, 2016; Hu, Liu, and Feng,
2016). In order to achieve asymptotic synchronization as well as
to prevent Zeno behaviours, two main methods are developed in
the literature. One uses bidirectional communication, i.e., at each
event time, a node sends its sampled state to its neighbours and
meanwhile asks for its neighbours’ current states to update the
control signal (e.g., Hu et al., 2016; Meng and Chen, 2013; Xiao
et al., 2015). The other uses unidirectional communication, i.e., a
node only sends its sampled information to its neighbours but does
not require information from its neighbours (e.g., Liu et al., 2013;
Garcia et al., 2015; Yang et al., 2016). However, the latter needs
di + 1 ≥ 2 estimators in each node and uses an exponential term
in the ERT in order to prevent Zeno behaviours.

In this paper, we study asymptotic synchronization of networks
with generalized linear node dynamics by using the unidirectional
communication method. The main differences from the existing
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results are as follows. Firstly, a new sampling mechanism is used
withwhich two estimators are introduced into each node, whereas
most existing results need every node to estimate the states of all
its neighbours. Secondly, inspired by the method proposed in Tal-
lapragada and Chopra (2014), we replace the exponential term
extensively used in the literature by a dwell time that was origi-
nally introduced in switched systems (Cao & Morse, 2010), which
can simplify the implementation of the designed ETR. Thirdly,
a distributed ETR for each node is designed based on the two
estimators and dwell time, whereas most of the existing results
use decentralized ETRs that only consist of local information of
the node itself, i.e., the state error between the node and its own
estimator and the time-dependent exponential term (e.g., Garcia
et al., 2015; Yang et al., 2016). By introducing an estimation of the
synchronization errors between neighbours using the neighbours’
sampled information, the proposed ETR method can reduce the
number of sampling times for each node significantly.

2. Network model and preliminaries

Notation: Denote the set of real numbers, non-negative real
numbers, and non-negative integers by R, R+, and Z+; the set of
n-dimensional real vectors and n × m real matrices by Rn and
Rn×m. In, 1n and 1n×m are the n-dimensional identity matrix,
n-dimensional vector and n × m matrix with all entries being 1,
respectively. ∥ · ∥ represents the Euclidean norm for vectors and
also the induced norm for matrices. The superscript (·)⊤ is the
transpose of vectors or matrices. ⊗ is the Kronecker product of
matrices. For a single ω : R+

→ Rn, ω(t−) = lims↑tω(s). Let G
be an undirected graph consisting of a node set V = {1, 2, . . . ,N}

and a link set E = {ē1, ē2, . . . , ēM}. If there is a link ēk between
nodes i and j, then we say node j is a neighbour of node i and vice
versa. Let A = (aij) ∈ RN×N be the adjacency matrix of G, where
aii = 0 and aij = aji > 0, i ̸= j, if node i and node j are neighbours,
otherwise aij = aji = 0. The Laplacian matrix L = (lij) ∈ RN×N is
defined by lij = −aij, if j ̸= i and lii =

∑N
j=1aij.

We consider a dynamical network described by

ẋi(t) = Hxi(t) + Bui(t), ∀i ∈ V (1)

where xi = (xi1, xi2, . . . , xin)⊤ ∈ Rn is the state of node i. H ∈

Rn×n, B ∈ Rn, and ui ∈ R are the node dynamics matrix, input
matrix, and control input, respectively. Generally, continuous com-
munication between neighbouring nodes is assumed, i.e., ui(t) =

K
∑N

j=1aij(xj(t) − xi(t)). This yields the following network

ẋi(t) = Hxi + BK
N∑
j=1

aij(xj(t) − xi(t)). (2)

In this paper,we assume that connections in (1) are realized via dis-
crete communication, i.e., each node only obtains information from
its neighbours at certain discrete-time instants.Wewill present an
event-triggered version of network (2), and study how to design
an ETR for each node to achieve asymptotic synchronization. We
suppose that the topological structure of the network is fixed,
undirected and connected.

We introduce two estimatorsOi andOVi into each node i, where
Oi is used to estimate its own state, and OVi is used to estimate
the average state of its neighbours. We adopt the following control
input

ui(t) = K
(
x̂Vi (t) − liix̂i(t)

)
(3)

where K ∈ R1×n is the control gain to be designed, x̂i ∈ Rn and
x̂Vi ∈ Rn are states ofOi andOVi , respectively. The state equations
of Oi and OVi are given by

Oi :
˙̂xi(t) = Hx̂i(t), t ∈ [tki , tki+1)
x̂i(t) = xi(t), t = tki

(4)

OVi :

˙̂xVi (t) = Hx̂Vi (t), t ∈ [tk̄i , tk̄i+1)
x̂Vi (t) = x̂Vi (t

−) −

∑
j∈Ji

ej(t−), t = tk̄i .
(5)

The increasing time sequences {tki} and {tk̄i}, ki, k̄i ∈ Z+ represent
time instants that node i sends updates to its neighbours and that it
receives updates from one or more of its neighbours, respectively.
We assume that: there is no time delay for computation and
execution, i.e., tki represents both the kith sampling time and the
kith timewhen node i broadcasts updates; and the communication
network is under an ideal circumstance, i.e., there are no time
delays or data dropouts in communication. Therefore, the set Ji =

Ji(tk̄i ) =
{
j | tkj = tk̄i , j ∈ Vi

}
is a subset of Vi, from which node i

receives updated information at t = tk̄i , andVi = {j | aij > 0, j ∈ V}

is the index set of the neighbours for node i. The vector ei(t) =

x̂i(t)−xi(t) represents the deviation between the state of estimator
Oi and its own, and which node i can easily compute.

The time sequence {tki} is decided by the ETR

tki+1 = inf
{
t > tki | ri(t, xi, x̂i, x̂Vi ) > 0

}
(6)

where ri(·, ·, ·, ·) : R+
×Rn

×Rn
×Rn

→ R is the event-triggering
function to be designed. For t > tki , if ri > 0 at t = t−ki+1, then
node i samples xi(t−ki+1), x̂i(t

−

ki+1), calculates ei(t
−

ki+1), sends ei(t
−

ki+1)
to its neighbours, and reinitialize the estimator Oi at t = tki+1 by
xi(tki+1). In addition, node i will reinitialize the estimator OVi by
x̂Vi (tk̄i+1) = x̂Vi (t

−

k̄i+1
) −

∑
j∈Ji

ej(t−k̄i+1
) each time when it receives

updates from its neighbours. We further assume the network is
well initialized at t = t0, i.e., x̂i(t0) = 0 and each node samples and
sends ei(t0) to its neighbours. Therefore, we have x̂i(t0) = xi(t0),
x̂Vi (t0) =

∑
j∈Vi

xj(t0) and Ji(t0) = Vi for all i ∈ V . Then, the
problem iswith the given network topology, to design a proper ETR
(6) such that network (1) achieves synchronization asymptotically
without Zeno behaviours.

To simplify the analysis, we will show that network (1) with
controller (3) and estimators (4), (5) is equivalent to the following
systemwhere eachnodemaintains an estimator of the state of each
of its neighbours.

ẋi(t) = Hxi(t) − BK
N∑
j=1

lijx̂j(t),∀i ∈ V (7a)

Oi :
˙̂xi(t) = Hx̂i(t), t ∈ [tki , tki+1)
x̂i(t) = xi(t), t = tki .

(7b)

Defining z̄i =
∑

j∈Vi
x̂j gives ˙̄z i(t) =

∑
j∈Vi

˙̂xj(t) = Hz̄i(t), t ∈

[tk̄i , tk̄i+1), which has the same dynamics as x̂Vi defined in (5).
Moreover, at t = tk̄i , we have

z̄i(t) =

∑
j∈Vi/Ji(t)

x̂j(t−) +

∑
j∈Ji(t)

xj(t)

=

∑
j∈Vi/Ji(t)

x̂j(t−) +

∑
j∈Ji(t)

(
x̂j(t−) − ej(t−)

)
= x̂Vi (t). (8)

Thus, we have z̄i(t) = x̂Vi (t) for all t ≥ t0. Then, controller (3)
becomes

ui = K
(
z̄i − liix̂i

)
= K

(
x̂Vi − liix̂i

)
. (9)

Substituting (9) into (1) gives that network (1) with (3), (4), and (5)
is equivalent to (7).

Moreover, let ẑi =
∑

j∈Vi
(x̂j − x̂i). We have x̂Vi = z̄i = ẑi + liix̂i.

Then, ETR (6) can be reformulated as

tki+1 = inf
{
t > tki | ri(t, xi, x̂i, ẑi) > 0

}
. (10)
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