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In this work, we address the problem of event-based data scheduling for multiple heterogeneous LTI con-
trol loops over a shared resource-constrained communication network. We introduce a novel bi-character
scheduling scheme, which dynamically prioritizes the channel access at each time-step according to an
error-dependent priority measure. Given local error thresholds for each control loop, the scheduling pol-
icy deterministically blocks the transmission from sub-systems with lower error values. The scheduler
then allocates the limited communication resource probabilistically among the eligible sub-systems based
on a prioritized measure. We prove stochastic stability of the networked control system under the pro-
posed scheduler in terms of f-ergodicity of the overall network-induced error. Uniform analytical perfor-
mance bounds are further derived for an average cost function comprised of a quadratic error term and
transmission penalty. The simulation results show that our approach results in a significant reduction of
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the aggregate network-induced error variance compared to the conventional scheduling protocols.
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1. Introduction

Traditional digital control systems are typically associated with
time-triggered control schemes and periodic sampling. The in-
troduction of communication networks for data transmission be-
tween distributed entities in large-scale systems spurs the design
of more advanced sampling strategies that result in more efficient
utilization of resources. However, control over shared communica-
tion resources imposes several design challenges due to bandwidth
limitations, congestion, collisions, delays and dropouts (Hespanha,
Naghshtabrizi, & Xu, 2007). Many recent results (Astréom & Bern-
hardsson, 2002; Dimarogonas & Johansson, 2009) suggest that it
is often more beneficial to sample upon the occurrence of specific
events, rather than after a fixed period of time elapses, especially
when dealing with scarce resources.
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The design of scheduling rules with periodic and aperiodic in-
formation updates is an active field of research (Lunze & Lehmann,
2010; Mamduhi, Molin, & Hirche, 2014; Molin & Hirche, 2014a,b;
Tabuada, 2007; Walsh, Ye, & Bushnell, 2002; Wang & Lemmon,
2011). It is shown that event-triggered schemes often outperform
time-triggered laws in terms of resource consumption while pre-
serving the same level of control performance (Lunze & Lehmann,
2010; Molin & Hirche, 2014a; Tabuada, 2007; Wang & Lemmon,
2011). The efficiency of the event-based approaches in multi-loop
NCSs, where multiple sub-systems compete for the communica-
tion resource, is even more evident (Cervin & Henningsson, 2008;
Mamdubhi et al., 2014; Molin & Hirche, 2014a,b). Try-Once-Discard
(TOD) is a basic deterministic event-based scheduling law which
awards the channel access to the system with the largest esti-
mation error and discards the remaining transmission requests
(Walsh et al., 2002). Stability criteria for such systems are based
on the Maximal Allowable Transfer Intervals (MATI) (Nesic & Teel,
2004; Walsh et al., 2002). Approaches investigating stochastic sta-
bility of NCSs under event-based rules are presented in Donkers,
Heemels, Bernardini, Bemporad, and Shneer (2012), Mamduhi
et al. (2014) and Tabbara and Nesic (2008). Deterministic schedul-
ing policies usually render improved performance in comparison
with randomized ones as they award the channel to systems with
the highest priority. However, they often lack scalability and flex-
ibility in dealing with channel imperfections and might not be
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convenient for practical realizations (Christmann, Gotzhein, Sieg-
mund, & Wirth, 2014). The majority of works, with notable excep-
tions in Blind and Allgéwer (2011), Cervin and Henningsson (2008),
Mamduhi et al. (2014), Molin and Hirche (2014a) and Ramesh,
Sandberg, and Johansson (2012), consider event-based schedul-
ing policies for single-loop NCSs. Results on stability of multi-loop
NCSs with event-based scheduling rules are found in Mamduhi
et al. (2014), Molin and Hirche (2014a) and Ramesh et al. (2012).

Scheduling mechanisms can be realized in a centralized or
distributed fashion. Time division multiple access (TDMA), and
code division multiple access (CDMA) are two common centralized
protocols often preferred in small and medium-size networks.
They offer collision-free and precise channel scheduling with
higher throughput, while they consume less energy compared
to e.g. CSMA-CA policy, where each node senses the channel
permanently (Shunyuan, Korakis, & Panwar, 2009). Furthermore,
bandwidth arbitration is facilitated as they can prioritize channel
access. However, they lack flexibility and scalability and are not
suitable for large-scale networks due to their synchronous nature.
Distributed approaches, represent easy-to-install, low-cost and
scalable scheduling design suitable for NCSs with a large number of
loops. However, collisions take place inevitably within distributed
protocols and need to be handled with care in the NCS design.
To exploit the advantages of both protocol types, hybrid designs
are becoming evermore popular (Feng, German, & Dressler, 2010;
Shunyuan et al., 2009; Zhou & Zhang, 2011).

We introduce a novel event-based bi-character scheduling rule
for NCSs composed of multiple stochastic LTI control loops shar-
ing a common communication medium. The proposed scheduler
promises more efficient use of the scarce resource in comparison
with conventional schemes. In our design, the scheduler determin-
istically precludes transmission requests of sub-systems with er-
rors not exceeding pre-specified local thresholds. Afterwards, the
channel is allocated probabilistically among sub-systems quali-
fied for transmission, according to an online error-dependent pri-
ority measure. Since the local errors are driven by the Gaussian
noise, transmissions occur randomly under an event-based rule.
Consequently, by deterministically blocking the sub-systems with
smaller local errors, the performance enhancement is attained.
We show stochastic stability of the multi-loop NCSs in terms of
f-ergodicity of the underlying error Markov chain. In addition, we
derive analytical upper bounds for an average quadratic cost func-
tion.

In the remainder, Section 2 presents the problem of interest
and provides necessary preliminaries. In Section 3, stability of NCSs
under the proposed policy is studied. Performance analysis is then
presented in Section 4. Finally, numerical results are illustrated in
Section 5.

2. Problem statement and preliminaries

Consider a set of N heterogeneous LTI control loops coupled
through a shared communication channel as depicted in Fig. 1.
Each individual loop consists of a discrete time linear stochastic
sub-system &#; and a controller ¢;, where the link from #; to G; is
closed through the shared communication channel. A scheduling
unit decides when a state vector X, € R™ at time-step k is to
be scheduled for channel utilization, where n; is the dimension of
the ith sub-system. The LTI plant &; is modeled by the following
stochastic difference equation:

Xipr = A + Bitj + wj. (1

where wi ~ N (0,]) is iid. at each time k, and for each sub-
system i, while constant matrices A; € R"*™ and B; € R"*™
describe system and input matrices of sub-system i, respectively.

Initial state x{) is randomly chosen from an arbitrary bounded-
variance distribution. The overall network initial state xq, together
with the overall noise sequence wy, generates a probability space
(82, A, P), where £2 is the set of all possible outcomes, 4 is a
o-algebra of events associated with probability P. The variable
8,’; € {0, 1} represents the scheduler’s decision on whether a sub-
system i transmits at a time-step k:

s 1, x is sent through the channel
k= 0, xf< is blocked.

We assume a loss-less channel, i.e. if a packet is transmitted,
it will not be dropped. Data scheduling over lossy channels is
investigated in Mamduhi, Tolic, and Hirche (2015b). It is assumed
that the ith controller merely has local knowledge of A;, B;, and the
distributions of process noise w}< and x{), where the pair (4;, B;) is
stabilizable. The control law y' is described by a measurable and
causal mapping of past observations:

u, = w(@) = -LE[x1Z], (2)

where Zl = {xi,8},...,x, 8.} is the ith controller observation
history, and L; is the feedback gain. A model-based estimator
computes the state estimate if §;, = 0:

E[x1Z,] = (A — BL)E [x_41Z;_,]. (3)

with E [x)|Z}] = 0. The network-induced error e} € R™ is defined
asel 2 xi —E [x;<|z,1] Employing (1)-(3), and the definition of the
estimation error e;, results in

Xer1 = (A — BiL) X} + (1 — 8}) BiLie}, + w}, (4)
€1 = (1= 8iyr) Ai€g + . (5)

It follows from (4) that if the ith-loop is closed at time k, i.e. 8,’; =1,
the stabilizing gain L; ensures the closed-loop matrix (A; — BiL;) is
Hurwitz. Moreover, (5) indicates that the evolution of e;'( is inde-
pendent of the system state x} and control input u. Define [x{ e} |7
as the aggregate state of sub-system i. Stability of a closed-loop sys-
tem i, however, does not imply convergence of the error state e};.
Hence, given a stable closed-loop matrix (A; — B;L;), showing con-
vergence of e;'( suffices to show stability of sub-system i with the ag-
gregate state [x} e}l |". We show later that if A; is unstable, then the
ith loop needs to be closed “often enough” over an interval to en-
sure a converging error dynamics. This separation enables us to de-
sign the scheduler, which affects the error state e}, independently
from the control law u};. To that end, we employ an emulation-
based control strategy with the minimum required assumptions,
i.e. stabilizing and linear control law, to ensure that the closed-loop
systems are stable in the absence of capacity constraint.

In the scheduling design, the goal is to develop a new scheme
which allocates the limited communication resources more effi-
ciently resulting in an improved overall performance, while pre-
serving stability of the stochastic NCS introduced in (1)-(5). We
assume that the communication channel is subject to the capac-
ity constraint such that not all sub-systems can simultaneously
transmit. Consequently, some of ready-to-transmit data packets
are blocked. Here, we introduce a novel error-dependent schedul-
ing rule that dynamically prioritizes the channel access among the
control loops competing for transmission. The scheduler decides
on the priorities at each time-step according to all sub-system’s
latest error states. The following scheduling rule defines the prob-
ability of channel access for a sub-system i, at a time-step k + 1,
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