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Abstract: This paper is devoted to the first and second order necessary optimality conditions
for stochastic optimal control problems of the Bolza type. The control system is governed by a
stochastic differential equation whose drift and diffusion terms are control dependent and the
set of controls may be nonconvex. The optimal controls under consideration are those providing
the weak local minima. The derived first order necessary condition involves one adjoint equation
and a pointwise variational inequality. They are very similar to the known necessary conditions
of the deterministic optimal control theory. The second order necessary condition is stated in
the integral form and involves two adjoint equations. For sufficiently regular singular weak local
minimizers this second order integral inequality implies a pointwise condition. To obtain these
results we use the classical variational approach reinforced by the set-valued analysis and the
Malliavin calculus. The proofs of our results being quite long and technical will appear elsewhere.
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1. INTRODUCTION

Let T > 0, (Ω,F ,F, P ) be a complete filtered probability
space (satisfying the usual assumptions) on which a 1-
dimensional standard Wiener process W (·) is defined such
that F = {Ft}0≤t≤T is the natural filtration generated by
W (·) (augmented by all the P -null sets).

This paper is devoted to the following stochastic optimal
control problem of the Bolza type:

Minimize J(u(·))
over process-control pairs of the stochastic control system{

dx(t) = b(t, x(t), u(t))dt+ σ(t, x(t), u(t))dW (t)
x(0) = x0,

(1)

with the cost functional J(·) being given by

J(u(·)) = E
( T∫

0

f(t, x(t), u(t))dt+ g(x(T ))
)
. (2)

Here, m,n ∈ N, x0 ∈ Rn, U ⊂ Rm, b, σ : [0, T ]×Rn×U ×
Ω → Rn, f : [0, T ]×Rn ×U ×Ω → R and g : Rn ×Ω → R
are given; u(·) is a control taking values in U , while x(·)
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is the corresponding solution to (1). As usual, when the
context is clear, we omit the ω (∈ Ω) argument in the
functions under consideration.

Denote by B(X) the Borel σ-field on a metric space X,
and by Uad the set of B([0, T ]) ⊗ F-measurable and F-
adapted stochastic processes with values in U such that

‖u‖2 :=
(
E
∫ T

0
|u(t)|2dt

)1/2
<∞. Every u ∈ Uad is called an

admissible control, the corresponding stochastic process x
described by (1) is called an admissible state, and (x, u) is
called an admissible pair. A control ū ∈ Uad is optimal if

J(ū) = inf
u∈Uad

J(u). (3)

It is called a weak local minimizer if there exists a δ > 0
such that J(u) ≥ J(ū) for all u ∈ Uad satisfying ‖u −
ū‖2 < δ. We investigate here some first and second order
necessary optimality conditions satisfied by the weak local
minimizers.

Earlier results concerning the first order optimality condi-
tions can be found in Bensoussan (1981), Bismut (1978),
Haussmann (1976), Kushner (1972) and the references
contained therein. The classical needle variation approach
of the deterministic control theory applies also in the
stochastic case. However, different from the deterministic
setting, for stochastic optimal control problems when this
approach is used, the cost functional needs to be expanded
up to the second order. This leads to two adjoint equa-
tions in the first order necessary optimality conditions. A
stochastic maximum principle for this general case can be
found in Peng (1990). Furthermore, to derive second order
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such that J(u) ≥ J(ū) for all u ∈ Uad satisfying ‖u −
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such that J(u) ≥ J(ū) for all u ∈ Uad satisfying ‖u −
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1. INTRODUCTION

Let T > 0, (Ω,F ,F, P ) be a complete filtered probability
space (satisfying the usual assumptions) on which a 1-
dimensional standard Wiener process W (·) is defined such
that F = {Ft}0≤t≤T is the natural filtration generated by
W (·) (augmented by all the P -null sets).

This paper is devoted to the following stochastic optimal
control problem of the Bolza type:

Minimize J(u(·))
over process-control pairs of the stochastic control system{

dx(t) = b(t, x(t), u(t))dt+ σ(t, x(t), u(t))dW (t)
x(0) = x0,

(1)

with the cost functional J(·) being given by

J(u(·)) = E
( T∫

0

f(t, x(t), u(t))dt+ g(x(T ))
)
. (2)

Here, m,n ∈ N, x0 ∈ Rn, U ⊂ Rm, b, σ : [0, T ]×Rn×U ×
Ω → Rn, f : [0, T ]×Rn ×U ×Ω → R and g : Rn ×Ω → R
are given; u(·) is a control taking values in U , while x(·)
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is the corresponding solution to (1). As usual, when the
context is clear, we omit the ω (∈ Ω) argument in the
functions under consideration.

Denote by B(X) the Borel σ-field on a metric space X,
and by Uad the set of B([0, T ]) ⊗ F-measurable and F-
adapted stochastic processes with values in U such that

‖u‖2 :=
(
E
∫ T

0
|u(t)|2dt

)1/2
<∞. Every u ∈ Uad is called an

admissible control, the corresponding stochastic process x
described by (1) is called an admissible state, and (x, u) is
called an admissible pair. A control ū ∈ Uad is optimal if

J(ū) = inf
u∈Uad

J(u). (3)

It is called a weak local minimizer if there exists a δ > 0
such that J(u) ≥ J(ū) for all u ∈ Uad satisfying ‖u −
ū‖2 < δ. We investigate here some first and second order
necessary optimality conditions satisfied by the weak local
minimizers.

Earlier results concerning the first order optimality condi-
tions can be found in Bensoussan (1981), Bismut (1978),
Haussmann (1976), Kushner (1972) and the references
contained therein. The classical needle variation approach
of the deterministic control theory applies also in the
stochastic case. However, different from the deterministic
setting, for stochastic optimal control problems when this
approach is used, the cost functional needs to be expanded
up to the second order. This leads to two adjoint equa-
tions in the first order necessary optimality conditions. A
stochastic maximum principle for this general case can be
found in Peng (1990). Furthermore, to derive second order
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necessary optimality conditions, the cost functional needs
to be expanded up to the forth order, leading, in turn, to
four adjoint equations, see Zhang and Zhang (2015b). For
this reason, unlike in the deterministic case, much stronger
smoothness assumptions (with respect to the state variable
x) on b, σ, f, g have to be imposed.

In this work we show that under less regularity assump-
tions and using the direct variational approach, the first
(resp. second) order necessary conditions involving just
one adjoint equation (resp. two adjoint equations) can be
obtained in a way similar to the deterministic one.

To illustrate our approach let us assume first that U is
convex. Then the usual convex variations allow to con-
struct control perturbations and only one adjoint equation
is needed to describe the first order necessary condition
(see Bensoussan (1981)) and two adjoint equations are
needed to establish the second order necessary condition
(see Zhang and Zhang (2015a)). Such variations allow to
avoid difficulties brought by the perturbations with respect
to the measure. When the control region is nonconvex, the
usual convex variations cannot be used, since there may
exist a control u ∈ Uad such that ū + ε(u − ū) /∈ Uad

for some small ε > 0. Nevertheless, if the perturbation
direction v is chosen so that for any ε > 0 one can find a
vε ∈ Uad converging to v (in a suitable sense) and such that
ū+εvε ∈ Uad, then the variational approach can be applied
(we call this approach the classical variational analysis ap-
proach). Indeed, this method has been used extensively in
optimization and optimal control theory in the determin-
istic setting. Using this approach, in Hoehener (2012) and
Frankowska and Osmolovskii (2015), some second order
integral type necessary conditions for deterministic opti-
mal controls were established. Furthermore, it was shown
in Frankowska and Tonon (2013) and Frankowska and
Hoehener (2015) that these integral necessary conditions
imply pointwise ones. In the stochastic setting, the first
and second order integral type necessary conditions for
stochastic optimal controls with convex control constraints
were derived in Bonnans and Silva (2012).

In this paper, we shall use the classical variational analysis
approach to establish the first and second order necessary
optimality conditions for stochastic optimal controls in the
general setting, that is, when the control region is allowed
to be nonconvex and the diffusion term contains the
control variable. Compared to the existing results obtained
by the needle variations, cf. Peng (1990) and Zhang
and Zhang (2015b), the main advantage of the classical
variational analysis approach is due to less regularity
requirements and to fewer adjoint equations needed to
state these conditions.

The outline of the paper is as follows. In Section 2, we
recall some notions and notations. In Section 3, we state
the first order necessary conditions for stochastic optimal
controls, while, in Section 4 we establish the corresponding
second order necessary conditions.

2. PRELIMINARIES

Denote by 〈·, ·〉 and | · | respectively the inner product and
norm in Rn and by C∞

b (Rn;Rm) the set of C∞-smooth
functions from Rn to Rm with bounded derivatives. Let

Rn×m be the space of all n × m-real matrices. For any
A ∈ Rn×m, denote by A� its transpose. Also, write
Sn :=

{
A ∈ Rn×n

∣∣ A� = A
}
.

Let ϕ : [0, T ]×Rn ×U ×Ω → Rd (d ∈ N) be a given func-
tion. For a.e. (t, ω) ∈ [0, T ]×Ω, we denote by ϕx(t, x, u, ω),
ϕu(t, x, u, ω) the first order partial derivatives of ϕ with
respect to x and u at (t, x, u, ω), by ϕ(x,u)2(t, x, u, ω) the
Hessian of ϕ with respect to (x, u) at (t, x, u, ω), and
by ϕxx(t, x, u, ω), ϕxu(t, x, u, ω), ϕuu(t, x, u, ω) the second
order partial derivatives of ϕ with respect to x and u at
(t, x, u, ω).

For any α, β ∈ [1,+∞) and t ∈ [0, T ], let Lβ
Ft
(Ω;Rn)

be the space of Rn-valued, Ft measurable random vari-
ables ξ such that E |ξ|β < +∞; Lβ([0, T ] × Ω;Rn) be
the space of Rn-valued, B([0, T ]) ⊗ F-measurable pro-

cesses ϕ such that ‖ϕ‖β :=
[
E
∫ T

0
|ϕ(t, ω)|βdt

] 1
β < +∞;

Lβ
F(Ω;L

α(0, T ;Rn)) be the space of Rn-valued, B([0, T ])⊗
F-measurable, F-adapted processes ϕ such that ‖ϕ‖α,β :=[
E

( ∫ T

0
|ϕ(t, ω)|αdt

) β
α
] 1

β < +∞; Lβ
F(Ω;C([0, T ];Rn)) be

the space of Rn-valued, B([0, T ]) ⊗ F-measurable, and
F-adapted continuous processes ϕ such that ‖ϕ‖∞,β :=[
E

(
supt∈[0,T ] |ϕ(t, ω)|β

)] 1
β < +∞; L∞([0, T ]× Ω;Rn) be

the space of Rn-valued, B([0, T ])⊗F-measurable processes
ϕ such that ‖ϕ‖∞ := ess sup(t,ω)∈[0,T ]×Ω|ϕ(t, ω)| < +∞
and Lβ(0, T ;Lβ

F([0, T ]×Ω;Rn)) be the space of Rn-valued,
B([0, T ])⊗B([0, T ])⊗F measurable functions ϕ such that

‖ϕ‖β :=
[
E
∫ T

0

∫ T

0
|ϕ(s, t, ω)|βdsdt

] 1
β < +∞ and for any

t ∈ [0, T ], the process ϕ(·, t, ·) is F-adapted.
For a separable Banach space X with norm ‖ · ‖X , B(x, r)
denotes the open ball centered at x ∈ X of radius r > 0.
For any set K ⊂ X, ∂K is its boundary. The distance
between a point x ∈ X and K is defined by dist (x,K) :=
inf
y∈K

‖y − x‖X .

The adjacent cone T b
K(x) to K at x ∈ K is given by

T b
K(x) :=

{
v ∈ X

∣∣∣ lim
ε→0+

dist (x+ εv,K)

ε
= 0

}
.

If in the above limε→0+ is replaced by lim infε→0+ , then we
obtain a larger cone, the so called contingent cone TK(x)
to K at x.

Definition 1. For any x ∈ K and v ∈ T b
K(x), the second

order adjacent subset to K at (x, v) is defined by

T
b(2)
K (x, v) :=

{
h ∈ X

∣∣∣ lim
ε→0+

dist (x+ εv + ε2h,K)

ε2
= 0

}
.

It is well known that T b
K(x) is a nonempty closed cone.

However, when x ∈ ∂K and v ∈ T b
K(x), the set T

b(2)
K (x, v),

in general, may not be a cone and may be empty.

Let (Ξ,G ) be a measurable space, and F : Ξ � 2X

be a set-valued map. F is called measurable if for any
A ∈ B(X), F−1(A) := {ξ ∈ Ξ | F (ξ) ∩A �= ∅} ∈ G .

The following result is a special case of Theorem 8.5.1 from
Aubin and Frankowska (1990).

Lemma 2. Suppose (Ξ,G , µ) is a complete σ-finite mea-
sure space, p ≥ 1 and K is a closed set in X. Define
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