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Abstract: This paper reports human pointing behaviors in vision-based pointing interface
system, to make a mathematical model of them for designing easy-to-use interface. In natural
pointing situations, we point targets at distant position with various postures, for example
straight arm style or bent elbow style. We analyze their difference in pointing behaviors with
assuming the pointing interface system as a feedback control model including an indicator.
The difference had been confirmed in the step responses and the estimated parameters in the
transfer functions, and matches to our actual experiences in those pointing styles. The estimation
accuracy of indicated position from indicator’s posture in the intermediate styles has been also
analyzed. The results said that the reference point of indication smoothly moves from indicator’s
eye to his or her elbow according to the elbow joint angle.
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1. INTRODUCTION

Nowadays we can get wide visual display devices inexpen-
sively, which makes us easy to show various contents on
large regions. This accelerates distance between display
and users. In such environments, easy and intuitive re-
mote interaction scheme is required rather than oscillatory
interface like touch panel. For example, in presentation
scene with slides on a wide screen, it is not reasonable
for audiences to come close to the screen for pointing
particular portion on the slide, directory. We usually use
pointing gesture in such a case. The pointing interface
system shown in Fig. 1 supports the remote pointing using
on visual measurement. It shows a pointer at an estimated
indication position on a display based on capturing indi-
cator’s posture. With this system, an indicated position
becomes clear to the indicator and audience, which en-
courages smooth communication. We often use a raiser
pointer for similar purpose, but it can be used only for
indicating. The vision-based pointing interface controls
displayed contents and materials according to user’s pos-
ture, and will construct interactive scheme beyond mere
indicating. Additionally when robots living with human
and/or virtual agents connect to the pointing interface,
these can get information about indicators and behave
adaptively.

Kondo et al. (2015) tried to assume the vision-based point-
ing environment as a feedback loop model under classi-
cal control theory. It mathematically describes indicator’s
pointing behaviors and visual perception using transfer
functions to simulate them with various configurations
for designing easy-to-use interface, and to predict point-
ing behaviors for adaptive display. However the proposed

model assumed an indicating posture with an arm being
straight, and did not assume that with an elbow joint
being bent that also appears in natural pointing situations.
The purpose of this paper is to analyze human pointing
behavior in the two pointing styles to expand the pro-
posed pointing interface model to general one that can
deal with arbitrary pointing types. We analyze how the
pointing styles affect to pointing behaviors and how these
can be described in the interface system model through
measurement of actual pointing. Additionally what kind of
method to estimate indicated positions should we select,
in the case of the intermediate pointing style, e. g. slightly
bent elbow postures are also investigated.

2. RELATED WORKS

The real-time vision-based pointing interface becomes
practical with the progress of computational and visual
sensing performance. However, we still have two consider-
able problems for natural pointing in daily environments.
One is the difficulty in accurate measurement of pointing
pose. Significant accuracy is required, especially for a tar-
get at a distance because even tiny errors on coordinates
of body parts are amplified on a screen. We have several
marker-less motion capture techniques based on visual
sensing that do not interfere with an indicator’s behav-
ior like Shotton et al. (2011); Yoshimoto and Nakamura
(2015), but the performance of those methods does not
satisfy the requirement, because visual sensing is unstable
to illumination change and occlusion. The latency arising
from the sampling time of visual sensing and processing
time for estimation also cannot be ignored.
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Indicator
Audience

Visual sensing

Visualization

Fig. 1. An overview of a vision-based pointing interface.
The vision sensor measures indicator’s posture and
estimates indicated position to display a pointer at
that location.

The other is ambiguity in human pointing behavior. It
depends on position of the indicating target, intention in
indicator, and also individuality. Pointing pose relative
to a screen indicates approximately where a person is
pointing. Fukumoto et al. (1994) reported that a target
position is on a line defined by a fingertip and a reference
point inside of an indicator’s body. The reference point
moves depending on the pointing pose. As shown in
Fig. 2, it is placed at an eye position for a distant
target, but at an elbow position for a relatively near
target. In addition, a geometric environment perceived by
a human may not match an actual one. Knowledge of the
relationship between a pointing posture and the indicated
position is complicated and influenced substantially by
various conditions. This makes it difficult to estimate
indicated position from pointing pose accurately.

Characteristics of a transient pointing behavior during
an indicator changes a pointing target have been ana-
lyzed for a long time. R.S.Woodworth (1899) proposed a
pointing action model with a combination of feed-forward
motions for rapid approach to a target position followed by
feedback adjustments. Fitts (1954) reported that pointing
duration increases with a larger moving distance or a
smaller target, a notion known as “Fitts’s law”, which
has been used in many studies because of its accurate
approximation in various conditions.

The above problems suggest a need for additional schemes
that reduce the influence of the ambiguity of pointing
behaviors and measurement error to construct an easy-to-
use pointing interface. Most of the conventional methods
tackling this issue focus on how to visualize a pointer
and contents on a screen. McGuffin and Balakrishnan
(2005) proposed zooming the region around the pointer.
This means that the target size and the distance from
it feel larger in its neighborhood. To obtain a similar
effect, controlling cursor size or cursor speed has also
been proposed by Worden et al. (1997); Grossman and
Balakrishnan (2005); Blanch et al. (2004). Retaining the
pointer trajectory within the last short duration proposed
by Baudisch et al. (2003) helps to recognize and predict the
behaviors of the pointing interface intuitively. However,
those methods assume a mouse interface and have not been
evaluated with a remote vision-based pointing interface, as
we assume here. Thus, we need a general framework that
enables us to evaluate, compare, combine, and improve
such conventional methods under various conditions.



Fig. 2. The indicated position model for two typical
pointing styles. (Left) with straight arm (Right) with
bent elbow

3. MODEL OF POINTING INTERFACE SYSTEM

In this paper, We assume a vision-based pointing system
of the sort in Fig. 1. It proceeds as follows.

(1) The indicator has the target he wants to indicate
in his or her intention. We define its position as a
reference position pt.

(2) The computer estimates its location pe based on
visual sensing through the camera. The pointer is
displayed at the location pc conducted from pe with
some filters for visualization.

(3) The indicator recognizes the pointer location as pr
and adjusts his pointing posture to move it close to
the target.

(4) Steps (2)-(4) continue until pt − pr becomes 0. 1

This procedure can be modeled as a feedback control loop,
as shown in Fig. 3. The control model is constructed by
Hg for the indicator’s body kinematics, Hp for his or her
visual perception catching a pointer, Hs for a computer
estimating indicated position, and Hv for visualization
filter. In this model, the indicator works as a controller
with Hg and adjusts a feedback gain with Hp, simultane-
ously. The visualization Hv includes the pointer’s shape,
position, and so on. The two problems in a vision-based
pointing interface, the pointing pose ambiguity and the
error of pointing pose estimation, are in Hg and the noise
ds, respectively.

3.1 Pointing interface part

The estimation of indicated position Hs consists of visual
sensing via cameras and a pose estimation algorithm
based on the measurement. We assume that it correctly
estimates indicated position with particular latency τs and
the estimation error included in the noise term ds, to
formulate Hs as

Hs(s) = e−τss. (1)

On the other hand, the formulation of Hv is determined
by the visualization methods of a pointer and contents.
We assume to display a sufficiently small circle pointer at
a smoothed position of the estimated pointing position
during the latest short duration N . This visualization
formulates Hv as

Hv(s) =
1

N

N−1∑
n=0

e−(nτs+τv)s, (2)

1 In this paper, we focus on only the indicator’s behavior with
assumption of audience perception being same as him.
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