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Abstract: This article presents an applic.ation of fuzzy nonline.ar classifier to voice 
biometrics namely to speaker verification task. This classifier is closely related to 
a modification of a classical Takagi-Sugeno-Kang inference system and is based 
on a fllZ7.y moving conseqllf'nts in If-Thf'n TIIIf'S. Good gf'nf'ralization propertif'S 
of this dassifif>T enable to achieve low error rates f'ven for short training speaker 
llt.t.erances. Achieved verificat.ion rf'Sults are compared wit h the onf'S obt.ained for 
the most. popular in speaker recognition area techniques like Gaussian Mixture 
Models and vector quantization. All research is based on Polish speech corpus 
H.OHOT de:;igned for te:;ting speech algorithms. 
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1. INTRODUCTION 

Speaker verification belongs to onc of many bio­
metric techniques. Its aim is to dc'Cide whether 
the spp.aker is whom hI" claims to be. Main appli­
cations of speaker verification are secure access to 
service:; via telephone, home banking and verifi­
cation in ,\,WW applicatiolL~. 

Thf' task of spe.aker verifici'lt,ion consists of s"veral 
steps. At lirst speech, aft.er acquioit.ion , is con­
vert.ed into sequence of lIlultidimensional vect.ors. 
This step is known 3<; a fe.ature extraction. Next, 
pattern mat.ching is done during which similar­
ity between speaker model and the sequence of 
feat.ures ext.racted from recognized utterance is 
computoo. Sine" verification is a hinary procPBs, 
it is n"cf'ssary to make an accp-pt/r"ject df'cision 
on the basir; of computed similarity score. The last. 
but not the least step is an enrolmcnt responsible 
for generating speaker reference models known 
also as a training of the system. The pcrformance 
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of verificat.ion process is pre:;ented by IIleans of 
DE'l' curves (Martin et ai., 1997). 

The paper is organized in the following way. Sec­
t ion 2 presents briefly classical methods used to 
speaker model construction. Section 3 discusses 
fuzzy non linp.ar c1assi fif'r hased on fuzzy inff'rf'ncf' 
syst.em with moving parametric consequents in 
Jf-Thf'n TUlf's and the classical Ho-Kllshyap proc~ 
dure. Section 4 describes corpus ROBOT applied 
for research and finally in sect.ion 5 description of 
automatic speaker verification system in Mat,lab 
environment and obtained results of verification 
accuracy arc presented. Summary of achieved rl}­
suits is in section 6. 

2. Sl'EAKEH MODELS 

As speaker verification is based on similarity 
calculation between lest utterance and reference 
model, it is obvious that the problem of speaker 



model construction is crucia l. There a re two broad 
familie; of speaker model;; namely genera tive and 
discriminative. 

Generative model;; are the proba bility dell;;ity es­
tima tors that attempt to capture a ll of the under­
lying fluctuations and variations of the speaker's 
voice. These models include Gaussian mixture 
models GMM (Reynolds , 1995; Dustor , 2003 a), 
Gauflflian clAsflifier GC and the hroad family of t.he 
nearest. neighhor c1n.~fl ifier fl hased on vect.or quan­
ti7.ation VQ techniques (DlLQt.or , 20m h; Dustor , 
2003c). 

Diflcriminnti ve models are opt.imi7.ed to minimi7.e 
the error on a set of training samples. From this 
category an application in speaker recognition 
found support vector machines SVlvl (Vapnik, 
1995). Since discrimina tive approach should the­
oretically yield better performance tha.n genera­
tive (Vapnik, 1995) it is very intere; tillg to tes t in 
speaker recognition the performance of other dis­
er imina ti ve classifiers . Especially ill lere; ling is an 
applica tion of classifiers leading to the lowest er­
rors on a standard da ta sets used in pattern recog­
nition like Kernel Ho-Kashyap classifier KHK 
( f,~ki , 2004; Dust.or , 2004 b) and presented in this 
paper fuz7.Y nonlinem claflfl ifier hased on fu 7.7.Y 
inference system with moving parametric conse­
quents in If-Then rules . This classifier denoted 
shortly FBK (Fuzzy lIo- Kashyap) is a modifica­
tion of a classifier presented ill (t 'tski, 2003: Du;;­
tor , 2004 a). 

3. FUZZY NONLINEAR CLASSIFIER 

The classifier is designed on t.he hasifl of t he train­
ing set, TT = {(Xl , yt!,(X2,Y2) , '" , (XN, YN)} 
where X i E 'R' is a fp,'lt.nre vect.or ex t.ract.ed from a 
frame of speech, N is the numher of t.hese vectors 
and Yi E: ( - 1, ·; 1} indi(,,'lt.es t.he assignment. to one 
of two classes W l or W2. After defining the aug­
mented vector x; = 1xr, 1jT the decision function 
of the classifier can be defined as 

T '{ ?: 0, g(x ;) = W X i < 0, (1) 

where w = IwT , woJT Co 'R'+ I is a weight vector 
which must be found during tra ining of the clas­
sifier. After multiplying by - 1 a ll pa tterns from 
W2 class t.he equat ion (1) can he rewri tt.en in I.he 
form YiW T X; > 0 for i = 1,2,···, N. Let. X be the 
N x (t + 1) mat.rix 

(2) 

then (1) can be written in the mat rix form 
Xw > O. To ohta in solution w this inequa lity is 
replaced hy Xw = h where h > 0 is an a rhi­
trary vector called a classifier margin. If data m e 
linearly separable then all components of error 
vector e = Xw - h are great.er than 7.ero and 
by increasing the respective component of b (bp) 
t he value of ep can be set to zero. If ep < 0 then 
the p-th pattern Xp is wrongly classified and it is 
impos,ible to retain the condition bp > 0 while 
decreasing bp. As a result the misclassification 
error can be writ ten in the form 

,v 

J (w , b) = 2:)-i(-e;), (3) 
i==l 

where 'H(. ) is the Ullit step pseudo-function, 
'H(e;) = 1 for ei > 0 and 'H(ei ) = 0 other-. 
wise. Obta ining solution w requires minimiza tion ' 
the criterion (3). Unfortunately due to its non­
convexit.y, crit.erion (3) mILQt. he approximnted hy 

N 
J (w ,b ) = I >d, 

or 

N 

J (w , b) = 2:)Ci)2 (5) 
1= 1 

Better approximation of (3) and more robust to 
outliers b the criterion ( .. 1). 

Vectors w and b are found by minimization the 
function (t~ski , 2(03) 

J (w , b ) = (Xw - b )TD (Xw-b )+TWTW , (u) 

where matrix D = diag(d1 , d2 ,' .. ,rl,v) and di 

is the weight corresponding to the i-Ut paLlem, 
which can be interpreted as a reliability attached 
to this pa ttern. T he second term of (u) is respon­
sible for t.he minimiza tion of the complE'.xity of 
t he classifier . T he regularization constant T > 0 
eont.rols the trade-off between the classifier eom­
plexit y and the amount up to which the errors 
are t.olerat.ed. T he opt.imum value of T is found hy 
cross-validat ion on I he t est set.. 

Differentiat ion of (6) with respect to w and b 
and seLling t he results to zero yields the condi­
t ions (I:.~ski, 2003) 
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{ 
w - (X TDX + TI) l X TDb, (7) 
e - Xw - b ~ 0, 

where I is the identi t.y matrix with t.he last. el­
ement on the main diagonal S0t t.o w ro. V<1Ctor 
w depends on margin vector b . If pa tt ern lies on 
the r ighl. side of the separating hyperplane then 
corresponding margin can be increased to obta in 
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