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a b s t r a c t

This paper considers the distributed model predictive control (MPC) of nonlinear large-scale systems
with dynamically decoupled subsystems. According to the coupled state in the overall cost function of
centralized MPC, the neighbors are confirmed and fixed for each subsystem, and the overall objective
function is disassembled into each local optimization. In order to guarantee the closed-loop stability of
distributed MPC algorithm, the overall compatibility constraint for centralized MPC algorithm is
decomposed into each local controller. The communication between each subsystem and its neighbors
is relatively low, only the current states before optimization and the optimized input variables after
optimization are being transferred. For each local controller, the quasi-infinite horizon MPC algorithm is
adopted, and the global closed-loop system is proven to be exponentially stable.

& 2014 ISA. Published by Elsevier Ltd. All rights reserved.

1. Introduction

Model predictive control (MPC) has received much attention in
recent years due to its capability to control the constrained
systems [1,2]. The MPC algorithms are optimization-based control
strategies and generally in centralized form [3,4]. For centralized
MPC, the computation requirement [5] is the main barrier to
enlarge the scopes of applications, especially for nonlinear large-
scale systems. A viable way to reduce the computation time is by
utilizing the distributed MPC. Compared to the centralized MPC,
the optimization in distributed MPC is totally decentralized into a
number of small-scale optimizations. Since the communication
bandwidth is often limited, each subsystem cannot get the full
information of other subsystems when solving its optimization. As
a result, the control performance may be worse than centralized
MPC, but the advantages outweigh its disadvantages. Up to now,
there are many works on distributed MPC [6–8]. In [9], an overall
introduction to all existing important works on distributed MPC is
given. In [8], the distributed MPC algorithms are divided into
2 kinds: the cooperative distributed MPC [10–13] and non-
cooperative distributed MPC [14]. In a cooperative distributed
MPC, each local controller optimizes a global objective function,

while in a non-cooperative MPC, a local one. In this paper, we
consider distributed MPC of a set of dynamically decoupled
subsystems with a separable common objective function. The
common objective function, in which the states and inputs of
subsystems are coupled, is separated into each local controller. In
order to guarantee stability, the overall compatibility constraints
are also disassembled. Since the common objective function is
totally divided, the proposed distributed MPC is the non-
cooperative one.

Distributed MPC has been widely applied to control
systems, such as multi-agent systems [35], four-tank systems
[15,16], building temperature regulation systems [17], and
supply chain management systems [18]. Most of these systems
are physically distributed and can be divided into 2 categories:
system with coupled dynamic [15,16,19] and that with
decoupled one [35,17,20,21]. In this paper, the latter system is
considered.

Since the subsystems are spatially distributed in most cases,
the communication between them is required to share the
information. Nevertheless, the communication burden will be
huge if the amount of subsystems is large and all the local
information is required to exchange. In [22], a method which
requires no communication is proposed, and the algorithm
utilized is called the decentralized MPC. In [23], the information
of each subsystem is transmitted iteratively between samplings.
However, in [32,34–36], the information is transmitted in a
non-iterative way. In [24], the communication delay in the
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information network is considered. In [25], the data losses is
considered. In the present paper, the communication between
each subsystem and its neighbors is required. By comparison
with procedures for finding neighbors in [35,36], each subsys-
tem in our proposed distributed MPC has less neighbors because
the relations are non-mutual.

In order to guarantee closed-loop stability, a special form of
compatibility constraint [34,32] is adopted in this paper, which is a
sufficient condition for stability. Unlike the compatibility con-
straint utilized in [35,36,19], the proposed compatibility constraint
makes the controlled system exponentially stable. Other techni-
ques include the Lyapunov-based approach [26–28] and the game
approach [29,30].

The main contribution of this paper is that the distributed
MPC for nonlinear systems with decoupled dynamics is con-
sidered. The local controller in each subsystem is designed by
using the quasi-infinite horizon MPC algorithm. The proposed
distributed MPC decomposes a centralized objective function
into each local controller. In order to guarantee the overall
stability, the compatibility constraint is deduced and disas-
sembled. Moreover, new procedures for finding neighbors are
presented. Unlike any other methods, the proposed method is
available not only for the isomorphic subsystems, but also for
the heterogeneous subsystems. Previous results of this paper
are given in [34] for linear nominal systems and in [32] for
uncertain linear systems.

This paper is organized as follows. Section 2 describes the
nonlinear system with dynamically decoupled subsystems, and
the corresponding centralized MPC. Section 3 introduces the naive
distributed MPC, and the compatibility condition for stability. In
Section 4, by decoupling the compatibility condition, the synthesis
approach of distributed MPC is presented. In Section 5, a multi-
vehicle formation control example and the corresponding simula-
tion results are given. In the Appendix, new procedures for finding
neighbors are proposed.

Notations: I is the identity matrix with appropriate dimension.
In is the identity matrix of n-th order. For a vector x and positive-
definite matrix W, JxJ2W ¼ xTWx. xðjjkÞ is the value of vector x at a
future time kþ j predicted at time k. For any integer Na,
Na≔f1;2;…;Nag. For any integer N40, N≔f0;1;…;N�1g,
N1≔f0;1;…;N�2g and N2≔f1;2;…;N�1g. A variable with n as
superscript indicates that it is the optimal solution of the optimi-
zation problem. The time-dependence of the MPC decision vari-
ables is often omitted for simplicity.

2. Problem statement

Let us consider the following Na physically distributed local
systems:

xiðkþ1Þ ¼ f iðxiðkÞ;uiðkÞÞ; iANa ð1Þ

where xiARni and uiARmi are measurable state and input,
respectively. The state and control are confined by

xiAX iDRni ; xiAU iDRmi ð2Þ

Assumption 1. The functions fi's are twice continuously differ-
entiable, with f ið0;0Þ ¼ 0.

Assumption 2. X i is a closed set and U i a compact, convex set,
both of them containing the origin as interior point.

Define the local linearization of (1) at origin

Ai ¼
∂f i
∂xi

ð0;0Þ; Bi ¼
∂f i
∂ui

ð0;0Þ ð3Þ

Assumption 3. ðAi;BiÞ is stabilizable.

At each time k, the control objective is to minimize

JðkÞ ¼ ∑
1

j ¼ 0
JxðjjkÞJ2Q þ JuðjjkÞJ2R

h i
ð4Þ

with respect to uðjjkÞ, jZ0, where x¼ xT1; x
T
2;…; xTNa

h iT
,

u¼ uT
1;u

T
2;…;uT

Na

h iT
; xiðjþ1jkÞ ¼ f iðxiðjjkÞ;uiðjjkÞÞ, xið0jkÞ ¼ xiðkÞ;

Q ;R40 are symmetric weighting matrices. The input and state
constraints, under Assumption 2, are supposed to have the
following form in the minimization:

X i≔fxij�ψ
i
rΨ ixiðjþ1jkÞrψ ig; U i≔fuij�uiruiðjjkÞruig; jZ0 ð5Þ

where iANa, Ψ iARqi�ni , qi is the number of rows in matrix Ψi,

ψ
i
≔ ψ i

1
;ψ i

2
;…;ψ i

qi

h iT
and ψ i≔ ψ i

1;ψ
i
2;…;ψ i

qi

h iT
with ψ i

l
;ψ i

l40,

lA 1;…; qi
� �

, ui≔ ui
1;u

i
2;…;ui

mi

h iT
and ui≔ ui

1;u
i
2;…;ui

mi

h iT
with

ui
l;u

i
l40, lA 1;…;mif g .
In order to implement the control in a distributed manner, J(k)

is divided as Ji(k)'s with

JiðkÞ ¼ ∑
1

j ¼ 0
JziðjjkÞJ2Q i

þ JviðjjkÞJ2Ri

h i
; JðkÞ ¼ ∑

Na

i ¼ 1
JiðkÞ; ð6Þ

where zi ¼ xTi ; x
T
� i

� �T , vi ¼ uT
i ;u

T
� i

� �T ; x� iðu� iÞ includes the states

(inputs) of the neighbors of i; Q iZ0 and RiZ0 are symmetric
weighting matrices,

Q i ¼
Q

i
1 Q

i
12

Q
iT
12 Q

i
3

2
4

3
5; Ri ¼

R
i
1 R

i
12

R
iT
12 R

i
3

2
4

3
5: ð7Þ

In this paper, the neighbors of i are defined as those local
systems that are related to i via Ji(k).

Denote

x� i ¼ xTνi2
; xTνi3

;…; xTνiN i

� �T
; νi1 ¼ i; νi1;ν

i
2;…;νiN i

n o
DNa

where N i�1Z0 is the number of neighbors of local system i, and
νij; jAf2;3;…;N ig is the sequence number of the (j�1)-th neigh-
bor of i. For each local system, the control objective is to minimize
Ji(k) satisfying its input and state constraints.

Remark 1. Given Q, R, a procedure is proposed in [35] (see its Section
4.3) for finding Q i, Ri. With the procedure in [35] applied,
JðkÞ ¼∑Na

i ¼ 1JiðkÞ. A procedure different from that in [35] is given in

Appendices A and B. JðkÞ ¼∑Na
i ¼ 1JiðkÞ if and only if Jxð�ÞJQ ¼

∑Na
i ¼ 1 Jzið�ÞJQ i

and Juð�ÞJR ¼∑Na
i ¼ 1 Jvið�ÞJRi

. If dimfxigadimfzig or

dimfuigadimfvig, then i has neighbors. The neighbors of i include any
local system whose state is a part of zi, or whose input is a part of vi.
Since the neighbors of i are defined through Ji(k), which is equivalent to
through Q i and Ri, finding the neighbors of i clearly depends on Q, R.

3. Stability of the naive distributed MPC

Wewill discuss the stability of distributed MPC by simply applying,
in each local controller, the procedure as in the centralized MPC.
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