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This paper proposes a backstepping control system that uses a tracking error constraint and recurrent
fuzzy neural networks (RFNNs) to achieve a prescribed tracking performance for a strict-feedback
nonlinear dynamic system. A new constraint variable was defined to generate the virtual control that
forces the tracking error to fall within prescribed boundaries. An adaptive RFNN was also used to obtain
the required improvement on the approximation performances in order to avoid calculating the
explosive number of terms generated by the recursive steps of traditional backstepping control. The
boundedness and convergence of the closed-loop system was confirmed based on the Lyapunov stability
theory. The prescribed performance of the proposed control scheme was validated by using it to control
the prescribed error of a nonlinear system and a robot manipulator.
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1. Introduction

For many industrial control systems, the performance con-
straints of control systems have received much attention, in terms
of the type of physical stoppage, saturation, performance, and
safety specifications to prevent performance degradation, hazards,
or system damage. Some notable constraint techniques for posi-
tion, velocity, and force constraints that exist in servo dynamic
systems are the barrier Lyapunov function (BLF) technique [1-3]
inspired by Brunovsky-type systems [4], the performance trans-
formation function technique developed by Rovithakis et al. [5-7],
Na et al. [8,9], and the funnel control technique proposed by
[lchman et al. [10,11] and Hackl et al. [12,13].

The BLF technique uses the logarithmic function in the Lyapunov
function, and the state variable of the control system can be
constrained by the symmetric, or asymmetric and time-invariant
[1,2] or time-varying constraint [3] of the state variable. Therefore,
the tracking errors can be indirectly constrained. On the other hand,
the BLF controller must be redesigned to accommodate the change in
the Lyapunov function and to establish the stability of the closed-
loop system and bound condition parameters. A piecewise smooth
BLF was also adopted in the asymmetric BLF design. Consequently,
extra effort is needed to ensure the continuity and differentiability of
the piecewise smooth stabilizing functions.
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The approach proposed by Rovithakis et al. [5-7] and Na et al.
[8,9] is to construct a prescribed performance function, and
subsequently, to provide the inverse of a transformation function
that converts the tracking error of an original nonlinear system
into a new error in the transformed system. Therefore, the tracking
performance of the transient property and the steady-state error
can be characterized by a prescribed constraint function. However,
a tangent hyperbolic function has been adopted as the transforma-
tion function that is combined with a prescribed smooth function
to transform the tracking error. Therefore, the inverse transforma-
tion function, which would inevitably include a partial differential
terms in the controller, may cause the singularity problem in
controllers when implemented.

On the other hand, as a non-model-based (memoryless) con-
straint technique, the funnel control proposed by Illchman et al. and
Hackl et al. also guarantees the prescribed transient behavior, and
asymptotic tracking of the system. This technique bypasses the
difficulties of identification and estimation of traditional high-gain
adaptive control. However, funnel control is limited, because it can
only be applied to a class S of a linear or nonlinear system with a
relative degree of one or two stable zero-dynamics (minimum-phase
in the LTI case) and with a known positive high-frequency gain.

In this paper, we propose a new error-constraint variable for
transient and asymptotic tracking that does not use the afore-
mentioned complex transformation function and is not limited by
a class S like the conventional funnel control. The error constraint
variable is used as a virtual control variable in the backstepping
design to ensure a prescribed transient and steady-state perfor-
mance. A backstepping control provides guaranteed global or
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regional regulations and tracking properties and avoids the unneces-
sary cancellation of useful nonlinearities, unlike the feedback linear-
ization technique. It also provides a systematic procedure for
designing a stabilizing controller for a nonlinear system by following
a step-by-step recursive algorithm [14,15]. However, this control
undergoes the complex term of the controller because of the
repeated differentiations of virtual control functions in recursive
design procedures. A robust adaptive backstepping controller is then
designed to ensure that the tracking error falls within the prescribed
performance bounds and that all other signals of the closed-loop
systems are continuously bounded in some small residual set. The
RENN system, which provides the benefits of both recurrent neural
networks (RNNs) [16,17] and fuzzy logic systems [18,19], was
considered to compensate for a large number of complex terms
and to avoid the complexity of the controller.

The main contributions of this paper are as follows: (1) a proposed
error performance variable to constrain the performance within the
prescribed bounds by using a virtual backstepping control for a strict
feedback nonlinear system; (2) a proposed error performance con-
straint that can handle the time-invariant and time-varying error
constraints without using the complex barrier Lyapunov function, as
used in [1-3]; (3) a proposed backstepping method for nonlinear
systems that uses the RFNNs approximation to solve the problem of
controller complexity, which is inherent in conventional backstep-
ping control; (4) an evaluation of the proposed constrained back-
stepping method by simulation and experiment in a nonlinear
system and a robot manipulator. The backstepping BLF-based con-
straint schemes [1-4], Transformation-function-based constraint
scheme [5-7,8], and the funnel control [10,12,13] have been evalu-
ated using only numerical demonstrations, and experiment was
executed only in [9] and [11].

The rest of this paper is organized as follows. Section 2 outlines
the nonlinear system dynamics, error constraint, and RFNN
system. The formulation of the recursive backstepping controller
with a prescribed error constraint and its stability analysis are
discussed in Section 3. The controller’s performance is verified
through simulation of a nonlinear system and experiment of the
Scorbot robot manipulator. The results are illustrated and analyzed
in Section 4. In Section 5, conclusions are finally summarized.

2. Motivating problem
2.1. Dynamics of a strict-feedback nonlinear system

Consider a strict-feedback nonlinear system whose dynamics
can be described using the following equations:

X =fix)+g&Xxip1+di, 1<i<n-1,
Xn :fn()?n)+gn(xn)u+dn>
y=X1, (1)

where x; is the state of the ith subsystem, X; = [x1, ..., X]' eR'
represent the vector of the partial state variables in the nonlinear
system, u e R and y € R denote the control input and output of the
system, respectively, f;(X;), i=1,..,n, are unknown bounded
smooth functions, and d;, i=1,..,n, are the uncertainties
belonging to the compact set and are composed of the unmodeled
dynamics and external disturbances. g;(X;), i=1,...,n, are the
smooth control gain functions and assumed to be bounded within
the compact set QeR", where 2 can be made as large and as
desired.

Assumption 1. The signs of g;, i=1,...,n, are strictly positive or
negative. Without loss of generality, there exist positive constants
0 < &; min < & max SUch that g; 1in <&X) < & max» YXn € 2 CR".
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Fig. 1. Basic concept of funnel control.

If the signs of g; are unknown, the Nussubaum function technique
can be introduced in the backstepping design procedure [20].

Assumption 2. The desired trajectory signal y,(t) is available with
its n time derivatives, piecewise continuous and the vector

Va=Wg ¥y .. yP1 is bounded.

The control objectives are:

1. Determine a state feedback control system such that the output
x; of the system can track a desired trajectory y, while
ensuring that all the solutions of the closed-loop system are
semi-globally, uniformly, and ultimately bounded.

2. Ensure that the prescribed funnel performance bound for
tracking error e(t) = y(t)—y4(t) is always satisfied.

2.2. Funnel control and the new error constraint virtual variable

Funnel control is a strategy that employs a time-varying gain
7(t) to control systems of class S with a relative degree r=1 or 2,
stable zero dynamics, and known high-frequency gains. The
system S is governed by the funnel controller with the control
input

u(t) = =(F, (£), w(t), lle®ll) x e(t) 2

by evaluating the vertical distance at the actual time, as shown in
Fig. 1, between the funnel boundary F,(t) and the Euclidian norm
lle(t)|| of error, as follows

dy(t) =F,(t)—le®)l] 3)

The funnel boundary is given by the reciprocal of an arbitrarily
chosen bounded, continuous and positive function ¢(t) > 0 for all
t >0 with sup, . ¢¢(t) < co. The funnel is defined as the set

F,:t—{eeR"|gp(t) x |lel <1} 4)

The control gain of (2) is adjusted to ensure that the error e(t)
evolves inside the funnel F,(t), as follows:

w(t)
F,(O)—lle®I’

where w(t) denotes the scaling factor. Thus, as the error e(t)
approaches the boundary F,(t), the gain z(t) increases, and as
the error e(t) becomes small, the gain z(t) decreases conversely.
A proper funnel boundary to prescribe the performance is selected
by the following:

F,(t) = &oexp(—at) + .., 6)

where & > &, >0, &, = liminf F,(t), and |e(0)| <F,(0).
However, this funnel  ¢3ntrol is limited in class S, which
requires the aforementioned conditions; therefore, we propose
a new error constraint variable combined with virtual control of
the backstepping scheme described in Section 3. In the back-
stepping scheme, any limitation required by class S of the funnel
control is not imposed on the control system. In addition, a new

7(t) = ©)
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