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a b s t r a c t

We present a data-driven realization for systems with delay, which generalizes the Loewner framework.
The realization is obtained with low computational cost directly from measured data of the transfer
function. The internal delay is estimated by solving a least-square optimization over some sample data.
Our approach is validated by several examples, which indicate the need for preserving the delay structure
in the reduced model.
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1. Introduction

Nowadays, it is common to describe a physical system by
a mathematical surrogate model. Such models are often given
by (partial) differential equations and may be used for analysis,
control, and optimization. The demand for high fidelity models
results in large-scale dynamical systems, for which classical
numericalmethodsmaybe too timeormemory consuming. Hence,
an analytically justified and numerically stable approximation of
the input–output map is desirable leading to the field of model
order reduction (MOR) (for an overview see [1–3]). Many of these
MOR methods require access to the state-space realization of
the full system. This assumption can be relaxed by employing
data-driven realization techniques that construct models directly
from measurements. These models can then be further reduced if
necessary.

Let H : C → Cp,m denote the transfer function of a system,
wherem and p are the numbers of inputs and outputs, respectively.
Since the input–output behavior of a system is characterized by
its transfer function, measurements of H seem appropriate to con-
struct a realization. We assume measurements H(λi)ri = wi and
ℓiH(µi) = vi to be given, i.e., we have right and left interpolation
data, given by

{(λi, ri, wi) | λi ∈ C, ri ∈ Cm, wi ∈ Cp
},

{(µi, ℓi, vi) | µi ∈ C, ℓT
i ∈ Cp, vT

i ∈ Cm
},

(1)
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respectively, for i = 1, . . . , ρ. Examples of measurements yield-
ing data in the form (1) are scattering parameters for frequency
response objects (S-parameters) and admittance parameters for
interconnects, which can be obtained by a vector network ana-
lyzer [4].

In this paper we assume that the transfer function is based on
a system with (possibly unknown) delay and study a generalized
realization problemwith internal delay: Given the data (1), construct
matrices Eρ, A1,ρ, A2,ρ, Bρ , and Cρ , such that the transfer function

Hρ(s) = Cρ


sEρ − A1,ρ − e−τ sA2,ρ

−1 Bρ (2)

with delay τ ≥ 0 interpolates the data, i.e.,

wi = H(λi)ri = Hρ(λi)ri and vi = ℓiH(µi) = ℓiHρ(µi)

for i = 1, . . . , ρ. The transfer function (2) corresponds to a
realization Σρ = (Eρ, A1,ρ, A2,ρ, Bρ, Cρ) of the form

Eρ ẋρ(t) = A1,ρxρ(t) + A2,ρxρ(t − τ) + Bρu(t), (3a)
yρ(t) = Cρxρ(t), (3b)

which serves as a low-dimensional model. Note that we allow
the matrix Eρ to be singular such that also neutral and advanced
equations are covered by system (3) [5].

A generalized realization problemwithout delay for the data (1)
is solved in [6], leading to the Loewner framework. The resulting
realization is a generalized state-space representation of the form

−Lẋ(t) = −Lσ x(t) + Vu(t),
y(t) = Wx(t), (4)

http://dx.doi.org/10.1016/j.sysconle.2016.09.007
0167-6911/© 2016 Elsevier B.V. All rights reserved.

http://dx.doi.org/10.1016/j.sysconle.2016.09.007
http://www.elsevier.com/locate/sysconle
http://www.elsevier.com/locate/sysconle
http://crossmark.crossref.org/dialog/?doi=10.1016/j.sysconle.2016.09.007&domain=pdf
mailto:pschulze@math.tu-berlin.de
mailto:unger@math.tu-berlin.de
http://dx.doi.org/10.1016/j.sysconle.2016.09.007


126 P. Schulze, B. Unger / Systems & Control Letters 97 (2016) 125–131

where L and Lσ are the Loewner matrix and shifted Loewner
matrix, respectively, and V and W are matrices consisting of the
data (for more details see Section 2).

The rate of change of realistic models often depends not
only on the current time point, but also on the configuration
at previous time instances, which leads to time-delay systems.
Popular examples are nonlinear optics, chemical reactor systems,
and delayed feedback control (cf. [7] and the references within).
Finding a realization of a system with delay by means of the
Loewner framework results in the system (4), that does not feature
the delay term and hence cannot reflect the dynamics of the
inherently infinite-dimensional delay system.

In this paper, we propose a generalization of the Loewner
realization to systems with delay. The main contributions are
described in the following.

• We consider general conditions for interpolating the transfer
function (2) in Section 3. For this purpose, ideas from the
moment matching literature [8,9] are extended to descriptor
systems with delay.

• Based on the interpolation conditions, we derive a framework
to obtain a realization (3) with the coupling A2,ρ = αEρ +βA1,ρ
with scalar parameters α and β (see Section 4).

• Since the delay is unknown in general, we propose a
methodology to determine a delay value τκ,ρ , which is optimal
in the sense that it minimizes the interpolation error for a set of
sampled test data of the transfer function (see Section 5). In the
same fashion, optimal values for the parameters α and β may
be calculated.

In Section 6we apply the proposed framework to several examples.
A comparison to the original Loewner framework reveals the
necessity of preserving the delay structure in the realization.

2. Notation and preliminary results

Recall that the realization (3) is given by

Eρ ẋρ(t) = A1,ρxρ(t) + A2,ρxρ(t − τ) + Bρu(t), (5a)
yρ(t) = Cρxρ(t), (5b)

where xρ(t) ∈ Rr for r ≤ ρ, u(t) ∈ Rm, and yρ(t) ∈ Rp denote,
respectively, the state, input, and output of the model. As common
in the delay literature, the right-hand derivative d

dt of a piecewise
smooth function f is denoted by ḟ [10]. The symbol In stands for
the identity matrix of dimension n × n, ei is the ith unit vector of
suitable dimension, and δij is the Kronecker delta. The input u is
assumed to be sufficiently smooth and the system (5) is equipped
with the initial condition (also called history function)

x(t) = φ(t) for t ∈ (−τ , 0], (6)

which is assumed to be identically zero, i.e., φ ≡ 0. If det(sEρ −

A1,ρ − e−τ sA2,ρ) is not vanishing identically, then the Laplace
transform of (5) yields the transfer function

Hρ(s) = Cρ


sEρ − A1,ρ − e−τ sA2,ρ

−1 Bρ . (7)

We briefly recall the Loewner realization introduced in [6]. The
Loewner matrix L and shifted Loewner matrix Lσ are defined
componentwise via

[L]i,j =
virj − ℓiwj

µi − λj
and [Lσ ]i,j =

µivirj − λjℓiwj

µi − λj
. (8)

For the ease of presentation we introduce the matrices

Λ = diag(λ1, . . . , λρ), M = diag(µ1, . . . , µρ),

R =

r1 · · · rρ


, LT =


ℓT
1 · · · ℓT

ρ,


W =

w1 · · · wρ


and V T

=

vT
1 · · · vT

ρ


.

Remark 2.1. Both Loewner matrices can be assembled efficiently
via matrix–matrix operations of size ρ ×ρ using standard tools for
scalar, vector, andmatrix operations (BLAS), see [6] for details. This
is important since – unlike in the classical model reduction setting
– ρ is the number of available data points and might be large.

Theorem 2.2 ([6, Lemma 5.1]). Let det(s̃L − Lσ ) ≠ 0 for all s̃ ∈

{λi} ∪ {µi}. Then the system

−Lẋρ(t) = −Lσ xρ(t) + Vu(t),
yρ(t) = Wxρ(t) (9)

is a minimal realization of an interpolant of the data, i.e., its transfer
function Hρ(s) = W (Lσ − sL)−1V interpolates the data (1).

Let ε be the machine precision. If det(s̃L − Lσ ) = O(ε) for some
s̃ ∈ {λi} ∪ {µi}, then one can use the truncated singular value
decomposition (SVD) [11] of sL − Lσ to weaken the regularity
condition in Theorem 2.2 (cf. [6]).

Recently, a generalization of the Loewner framework for a
special class of delay systems, where A1,ρ = 0 in (5), was
introduced in [12]. We give the result here in slightly different
notation.

Theorem 2.3 ([12, Theorem3]). Let L(τ ) andL(τ )
σ denote the Loewner

matrix and shifted Loewner matrix, respectively, associated with the
transformed data

(λieτλi , ri, e−τλiwi) and (µieτµi , ℓi, e−τµivi).

In particular assume λieτλi ≠ µjeτµj for i, j = 1, . . . , ρ . If
det(s̃L(τ )

− e−τ s̃L(τ )
σ ) ≠ 0 for all s̃ ∈ {λi} ∪ {µi}, then the transfer

function

Hρ(s) = We−τΛ

e−τ sL(τ )

σ − sL(τ )
−1

e−τMV

of the system

−L(τ )ẋρ(t) = −L(τ )
σ xρ(t − τ) + e−τMVu(t),

yρ(t) = We−τΛxρ(t)

is an interpolant of the original data (1).

3. Two-sided interpolation and parametrization of all inter-
polants

Subsequently, we present a general framework for two-sided
interpolation of a linear time-invariant time-delay descriptor
system of the form

Eẋ(t) = A1x(t) + A2x(t − τ) + Bu(t),
y(t) = Cx(t) (10)

with state-space dimension n, input dimension m, output dimen-
sion p, and matrices E, A1, A2, B, and C of appropriate size. The
transfer function of the system is

H(s) = C

sE − A1 − e−τ sA2

−1 B (11)

and we assume that det(sE − A1 − e−τ sA2) ≢ 0. Interpolation
aims in constructing a reduced model (3) with ρ ≪ n such
that Hρ interpolates H at given frequencies s ∈ C. Classical
(tangential) interpolation [13] as a MOR method was recently
extended to a general coprime form [14] that includes (11) as a
special case. However the authors give only sufficient conditions
for the interpolation. To transfer the results to the delay realization
problem we need also the necessary conditions that allow for a
parametrization of the reduced model. To this end we generalize
ideas from [8,9] to delay descriptor systems of the form (10).
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