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a b s t r a c t 

As a common practice in computing-related applications, checkpointing is used to facilitate an effective system 

recovery in the case of the occurrence of failures. Checkpoints are performed to save data associated with com- 

pleted portion of a mission task. In the case of a failure, through rollback and data retrieval the system can resume 

the mission task from the last successful checkpoint instead of from the very beginning of the mission, saving 

time and cost. This paper models and optimizes 1-out-of- N : G warm standby systems subject to uneven online 

checkpointing, where checkpoints can be performed in parallel with execution of the primary mission task for 

improving efficiency of computing elements. Both data checkpoint and retrieval take dynamic time, depending 

on the amount of work completed. System elements can be heterogeneous in the time-to-failure distribution, 

performance, and level of readiness to take over the mission task during the warm standby mode. A numerical 

method is first suggested to evaluate mission performance indices including mission success probability, expected 

mission completion time, and expected mission operation cost. Examples are provided to demonstrate influence 

of mission deadline and element resource sharing parameter (i.e., CPU time distribution between the check- 

pointing procedure and the primary mission task) on the mission performance metrics. The optimal checkpoint 

distribution and optimal element activation sequencing problems are considered for different combinations of 

optimization objectives and constraints. A co-optimization problem is further addressed, which aims to find the 

optimal combination of checkpoint distribution and element activation sequence. Example optimization solu- 

tions illustrate the tradeoff among the three mission requirements (reliability, completion time, operation cost) 

for warm standby systems with online checkpoints. 

© 2017 Elsevier Ltd. All rights reserved. 

1. Introduction 

In computing or information technology related applications, check- 

pointing has been commonly used to facilitate effective system recovery 

in the case of failures occurring due to factors such as hardware malfunc- 

tions, software errors, or user mistakes [1–4] . Specifically, even check- 

points [5–8] or uneven checkpoints [9–12] are performed to save data 

associated with completed part of the task to a reliable storage during 

the mission. When a failure takes place, the system is able to resume the 

mission task from the last successfully performed checkpoint through 

rollback and data retrieval. Without checkpointing, the system has to 

restart the entire mission task from scratch, which is costly in time and 

capital especially for long-running applications. 

The checkpointing technique has been implemented in different 

ways. Particularly, an incremental checkpoint only saves data generated 

since the previous successful checkpoint while a full checkpoint saves all 

data generated from the beginning of the mission [13] . The incremental 
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checkpoint can be quick to perform involving low overhead or time for 

saving data. Also it requires small capacity on storage. However, the sys- 

tem recovery tends to be slow because all incremental checkpoints per- 

formed before the failure are needed for system restoration. On the other 

hand, the full checkpoint involves higher overhead (longer time for data 

saving and retrieval) and needs more significant capacity on storage, but 

it usually can restore the system function quicker than the incremen- 

tal checkpointing [14] . Hybrid checkpointing techniques are also im- 

plemented to tradeoff the checkpoint overhead and system restoration 

time, which combine occasional full checkpoints with more frequent in- 

cremental checkpoints during the mission [13,15,16] . The restoration of 

systems implementing the hybrid checkpoint technique requires retriev- 

ing data saved by the latest full checkpoint as well as data saved by all 

incremental checkpoints following the latest full checkpoint. This work 

focuses on uneven incremental or full checkpoints. Even checkpoints 

appear as a special case of uneven checkpoints. 
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Acronyms and Abbreviations 

cdf cumulative distribution function 

CPU central processing unit 

GA genetic algorithm 

MTO mission task operation 

pdf probability density function 

pmf probability mass function 

WS warm standby 

Nomenclature 

N number of elements in the WS system 

R mission success probability or reliability 

D expected mission completion time 

C expected total mission operation cost 

T max maximum allowed mission time or deadline for com- 

pleting the mission 

Y max maximum allowed number of time intervals in the mis- 

sion 

𝜏 minimal recognized time interval 

H number of checkpoint procedures to be completed dur- 

ing the entire mission 

M total number of operations to be performed during the 

mission (excluding checkpoints) 

w j , z j per unit time cost of element j being in the operation 

mode, and WS mode, respectively 

V j , 𝜆j replacement cost, time of WS element j 

G j performance (number of operations per unit time) of 

element j 

d j life-time deceleration factor for element j 

𝜔 element resource sharing parameter 

𝜋j fraction of the entire mission task that should be per- 

formed between the ( j -1)-th and j -th checkpoints 

𝝅 checkpoint distribution vector: 𝝅= ( 𝜋1 ,…, 𝜋H ) 

B h number of operations required for the h -th checkpoint 

procedure 

U h number of operations required for retrieving data after 

the h -th checkpoint 

A j,h ( m ) number of time intervals needed by element j (activated 

after completion of h checkpoints) to complete m addi- 

tional checkpoints 

b ( x ) function returning number of operations required for 

saving data generated after performing fraction x of the 

entire mission task 

u ( x ) function returning number of operations required for 

retrieving data saved after performing fraction x of the 

entire mission task 

s ( k ) index of the element (given it is still working), which 

should be activated after elements with indices s (1),…

s ( k -1) have failed 

S k a sequence of elements s (1), s (2), …, s ( k ) 

Q k ( h,Y ) probability that the number of the last checkpoint com- 

pleted by the sequence of elements S k is h and the num- 

ber of the time interval when the last element from this 

sequence failed is Y 

𝜑 j,h ( i ) number of checkpoints completed by element j acti- 

vated after completion of h checkpoints and operated 

during i intervals 

Θj ( Y ) expected cost of using element j that fails in the WS 

mode not later than in time interval Y 

Θ𝑗 ( 𝑌 ) expected cost of using element s ( k ) given it does not 

leave WS mode and does not fail until switching off in 

time interval Y 

E j ( h,Y ) expected cost of using element j given that it should be 

activated in interval Y after the h -th checkpoint 

E WS ( j ) expected cost of using element j given that it remains 

in the WS mode during the whole mission 

F j ( t ), f j ( t ) time-to-failure cdf, pdf for element j 

The benefits of checkpoints in assisting system recovery do not come 

without a cost; they can have negative effects on the system perfor- 

mance due to the additional overhead incurred by performing the check- 

pointing procedures. To reduce or minimize the negative effects, di- 

verse checkpoint placement policies such as fixed even [13] or uneven 

[16] , dynamic [17,18] , adaptive [19] , age or provenance-dependent 

[20,21] checkpoints have been proposed. However, the existing works 

on modeling and optimizing checkpoint policies have mostly focused on 

single or distributed systems [22] , but not on warm standby systems that 

abound in mission critical or safety critical applications such as space 

missions, flight controls and power systems [23–26] . 

A warm standby system has one or multiple operating and on- 

line element, and extra standby elements experiencing less or no (cold 

standby) operational stresses. When an on-line element malfunctions, it 

is replaced with an available standby element which is fully activated 

first and then takes over the task from the failed element [27,28] . The 

failure behavior of a warm standby element is dynamic; it is different 

before and after the activation, which makes modeling and analysis of 

warm standby systems difficult [29,30] . Recently an even checkpoint 

model with fixed time of data saving and negligible time of data retrieval 

has been suggested for cold standby systems (a special case of warm 

standby systems) [5] . An extension to considering uneven checkpoints 

with dynamic data saving and retrieval time was performed for warm 

standby systems [31] . These existing works on standby systems with 

checkpoints have assumed that the system is dedicated to the check- 

pointing procedure whenever it occurs. In practice the system perform- 

ing the checkpoint procedures often has high performance and its valu- 

able processing time can be wasted when interacting with the slower 

storage device for saving checkpoint data [32] . Thus to improve ef- 

ficiency and further save the overall mission completion time, check- 

pointing can be performed in parallel with the main mission task. Such 

a checkpointing mechanism is referred to as online checkpoint here- 

inafter. 

This work makes advancement to the state-of-the-art by modeling 

a 1-out-of- N : G warm standby system with non-identical elements per- 

forming uneven online checkpoints. The system mission is real-time, 

which is successful only if a specified amount of task can be accom- 

plished by a pre-specified deadline. We model and optimize mission 

indices of success probability, expected cost and expected completion 

time of the considered warm standby system. 

The rest of the paper is arranged as follows. Section 2 presents the 

warm standby system model studied in this work. Section 3 derives the 

proposed algorithm for analyzing mission success probability, expected 

mission completion time and expected mission cost for the considered 

warm standby system. Section 4 illustrates the proposed evaluation al- 

gorithm using examples. Effects of system parameters on the system per- 

formance are investigated. As applications of the suggested evaluation 

algorithm, Section 5 gives formulation and example solutions of rele- 

vant optimization problems. Section 6 concludes the paper and indicates 

a few directions of the future research. 

2. Warm standby system model 

The system has N non-identical elements, which are activated to op- 

erate on the system mission according to a pre-specified sequence s (1), 

…, s ( N ). Initially, s (1) is online and operating and the remaining ele- 

ments wait in the warm standby (WS) mode. When the online element 

malfunctions, it is replaced by the next available WS element in the 
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