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A B S T R A C T

The variance-based method of global sensitivity indices based on Sobol' sensitivity indices became very popular
among practitioners due to its easiness of interpretation. For complex practical problems computation of Sobol'
indices generally requires a large number of function evaluations to achieve reasonable convergence. Four
different direct formulas for computing Sobol’ main effect sensitivity indices are compared on a set of test
models for which there are analytical results. Considered test functions represent various types of models that
are found in practice. Formulas are based on high-dimensional integrals which are evaluated using Monte Carlo
(MC) and Quasi Monte Carlo (QMC) techniques. Direct formulas are also compared with a different approach
based on the so-called “double loop reordering” formula. It is found that the “double loop reordering” (DLR)
approach shows a superior performance among all methods both for models with independent and dependent
variables.

1. Introduction

Global sensitivity analysis (GSA) complements Uncertainty
Quantification in that it offers a comprehensive approach to model
analysis by quantifying how the uncertainty in model output is
apportioned to the uncertainty in model inputs [1–3]. Unlike local
sensitivity analysis, GSA estimates the effect of varying a given input
(or set of inputs) while all other inputs are varied as well, thus
providing a measure of interactions among variables. GSA is used to
identify key parameters whose uncertainty most affects the output. This
information then can be used to rank variables, fix unessential
variables and decrease problem dimensionality. The variance-based
method of global sensitivity indices based on Sobol' sensitivity indices
became very popular among practitioners due to its efficiency and
easiness of interpretation [4,5]. There are two types of Sobol' sensitivity
indices: the main effect indices, which estimate the individual con-
tribution of each input parameter or a group of inputs to the output
variance, and the total sensitivity indices, which measure the total
contribution of a single input factor or a group of inputs including
interactions with all other inputs [6].

For models with independent variables there are efficient direct
formulas which allow to compute Sobol' indices directly from function
values. These formulas are based on high-dimensional integrals which
can be evaluated via MC/QMC techniques [1,4,5]. For complex
practical problems computation of Sobol' indices generally requires a
large number of function evaluations to achieve reasonable conver-
gence. More efficient formulas for evaluation of Sobol’ main effect

indices using direct integral formulas were suggested by Saltelli [7].
Kucherenko et al. [8,9] developed further Saltelli's approach by
suggesting new formula which significantly improves the computa-
tional accuracy of Sobol’ main effect indices with small values. Sobol’
and Myshetskaya [10] and Owen [11] suggested their versions of
improved direct formulas. In this work we compare original and
existing improved direct formulas. For models with dependent inputs
we consider a novel approach for estimation Sobol' indices developed
in [12]. We also compare direct formulas using MC estimators based on
MC and QMC sampling with the so-called double loop approach on a
set of test problems which for which there are analytical results for the
values of Sobol' indices. The double loop approach has been discarded
in the past as being inefficient in comparison with direct formulas but
due to the improvements in the algorithms suggested by Plischke [13]
it became an interesting alternative to the direct formulas. Further we
call this approach as “double loop reordering” (DLR).

Evaluation of Sobol’main effect indices remains to be an active area
of research: we could mention application of RBD [14], an Effective
Algorithm for Computing Global Sensitivity Indices (EASI) [15],
various metamodelling methods [16–18]. In this paper we focused
on the direct formulas for computation of Sobol’ indices. However, we
also considered one of the metamodelling methods, namely Random
Sampling High Dimensional Model Representation (RS-HDMR) from
[17].

There were other attempts to compare existing and new direct
formulas such as the comparison presented in [19]. Authors suggested
the MC estimates for reducing errors associated with spurious correla-
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tions. Practically these estimates can be more efficient than other
known formulas only when MC sampling is used. Quasi-random
numbers based on f.e. Sobol’ sequences [20] practically have negligible
correlations in comparison with MC sampling, hence such estimates
will not be beneficial in the context of QMC methods. We also note that
there were some other attempts to improve direct formulas for Sobol’
main effect indices [21]. A new method for improving the efficiency of
the methods for computing Sobol’ total sensitivity indices was devel-
oped in [22].

This paper is organized as follows. The next section introduces
ANOVA decomposition and Sobol’ sensitivity indices. In Section 3 we
present different estimators of the main effect sensitivity indices.
Comparison of the efficiency of different estimators is considered in
Section 4. Finally, conclusions are given in Section 5.

2. Sobol’ sensitivity indices

Consider the square integrable function f x( ) defined in the unit
hypercube Hd=[0, 1]d . The decomposition of f x( )
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(1) are mutually orthogonal with respect to integration [4].
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s s s s s1 1 1 1 are called par-
tial variances.

Main effect global sensitivity indices are defined as ratios

S D D= / .i i i i... ...s s1 1

Further we will consider sensitivity indices for a single index:

S D D= / .i i

Total partial variances account for the total influence of the factor
xi:

∑D D= ,i
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where the sum ∑ i is extended over all different groups of indices
i i, ..., s1 satisfying condition i i i d1 ≤ < < ... < ≤s1 2 , s d1 ≤ ≤ , where
one of the indices is equal i [1,4]. The corresponding total sensitivity
index is defined as
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Sobol’ also introduced sensitivity indices for subsets of variables
[3,4]. Consider two complementary subsets of variables y and z:

x y z= ( , ).

Let y x x i i n K i i= ( , ... , ), 1 ≤ < ... < ≤ , = ( , ... , )i i m m1 1m1 . Here m is a
cardinality of a subset y. The variance corresponding to y is defined as
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D y includes all partial variances Di1, Di2,…, Di i... s1 such that their subsets
of indices i i K( , ... , ) ∈s1 .

The total variance D y
tot is defined as
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D y
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2
s1 such that at least one index i K∈p while the

remaining indices can belong to the complementary to K set K . The
corresponding Sobol’ sensitivity indices are defined as
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Denote x x x x x~ = ( , ... , , , ... , )i i i d1 −1 +1 the vector of all variables but
xi, then x x x≡ ( , ~ )i i and f x f x x( ) ≡ ( , ~ )i i . The first order component in
ANOVA decomposition (1) can be found as
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from which it follows that
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This formula is used to derive a MC estimator known as the brute
force estimator or the double loop method.

There is another approach to derive Sobol’ sensitivity indices. If we
consider x as a random variable uniformly defined in Hd then Di can be
expressed as [1]:

D Var E f x x x= [ ~ ( ( , ~ )].i i i i i i (4)

This representation can be used to derive an extension of Sobol’
sensitivity indices for the case of models with dependent variables [11].

Fig. 1. Dependence of the number of partitions (bins) log2(M ) (red line) and sampled
points in each partition log2(Nm) (blue line) versus log2(N ). (For interpretation of the

references to color in this figure legend, the reader is referred to the web version of this
article.)

Table 1
Number of required function evaluations NCPU .

Method Sobol’ S-K Owen Oracle DLR RS-HDMR

Number of
function
evalua-
tions NCPU

N d(2 + 1) N d( + 2) N d(2 + 2) N d( + 2) N N
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