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a b s t r a c t

Analytic bond-order potentials (BOPs) provide a way to compute atomistic properties with controllable
accuracy. For large-scale computations of heterogeneous compounds at the atomistic level, both the
computational efficiency and memory demand of BOP implementations have to be optimized. Since
the evaluation of BOPs is a local operation within a finite environment, the parallelization concepts
known from short-range interacting particle simulations can be applied to improve the performance
of these simulations. In this work, several efficient parallelization methods for BOPs that use three-
dimensional domain decomposition schemes are described. The schemes are implemented into the bond-
order potential code BOPfox, and their performance is measured in a series of benchmarks. Systems of up
to several millions of atoms are simulated on a high performance computing system, and parallel scaling
is demonstrated for up to thousands of processors.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Atomistic simulations have been proven successful in describ-
ing soft and hard materials to explain or predict their behavior un-
der given thermodynamic conditions. These properties are thereby
fully determined by the interatomic interactions and the dynami-
cal behavior of a system can be accessed by exploring the system’s
phase space. In the simplest case, approximations based on pair in-
teractions between particles are applied, and they can be linearly
superposed to obtain the total force acting on a particle. However,
the high computational complexity ofO(N3)with increasing num-
ber of degrees of freedom N limits its applicability to systems of
N ≈ 1000 atoms, while linear scaling O(N) implementations of
density functional theory (DFT) start to becomemore efficient than
the O(N3) implementations also at about 1000 atoms. Therefore,
if collective effects such as structural transitions, defect formation
or non-equilibrium processes are to be studied on longer time and
length scales, accurate approximations to describe the features of
interest have to be introduced.

Analytic bond-order potentials are based on a coarse graining
of DFT and compute atomic energies and forces by a moments
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expansion of length m of the local density of states, niα [1–3].
Thus, these potentials allow to compute atomistic interactions
with high accuracy at a computational complexity of O(N). In the
BOP formalism, the total binding energy of the system, UB, is given
as UB = Ubond + Uprom + Urep, where the promotion energy Uprom
can be calculated as sums over occupied electronic states and the
repulsive energy Urep is represented as a classical pair or many-
body interaction. The calculation of the bond energy takes most
of the computational cost, and is given by

Ubond = 2

iα

 EF

−∞

dE (E − Eiα) niα(E) (1)

where the local density of states niα is represented as a moments
expansion, with the moments

µN
iα =


ENniα(E)dE

=


jβkγ ...qκ

⟨iα|Ĥiαjβ |jβ⟩⟨jβ|Ĥjβkγ |kγ ⟩ . . . ⟨qκ|Ĥqκ iα|iα⟩. (2)

In Eq. (1) EF represents the Fermi energy and Eiα the energy
of the occupied orbital α of atom i. The density of states niα is
constructed by sampling a neighborhood of each atom i, which
is accomplished by building self-returning paths as a chain of
links between nearest neighbors (e.g. ⟨iα|Ĥiαjβ |jβ⟩). The final
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Fig. 1. Sample path of length 5 (contribution to the 5th moment for atom i and
orbital α).

result is obtained by summing up the contributions of all path
combinations from atom i of given length. The length of paths
is determined by the order of the moment expansion, m, where
the accuracy converges to the tight binding result with increasing
number of moments. A sample path from an atom i is depicted in
Fig. 1. For amore detailed description of bond-order potentials, see
e.g. Refs. [4,5].

In order to exploit the locality of the energy calculation, it is nat-
ural to transfer well established concepts from the parallelization
of short range interacting systems [6]. Efficient implementations
for simple interaction models have proven their applicability
to system sizes of billions of atoms [7,8] and beyond [9]. For
simulations with local interactions, the domain decomposition
method has become a standard approach. It consists in the dis-
tribution of both particles and space onto the processors, which
allows to increase the overall size of the system since (1) thework-
load is shared between the processors and (2) the size of memory
is shared, both of which are limiting factors in single core compu-
tations.

In the present article we propose different approaches based
on domain decomposition for the parallelization of the bond-
order potential code BOPfox [10]. The paper is organized in the
following parts: Section 2 presents a general motivation and
basic information about the sequential simulation code. Section 3
describes and compares the implementation of several parallel
algorithms. Section 4 presents the performance evaluation of the
implementations in terms of benchmarks for different number of
threads, moment expansions and problem sizes. Finally, Section 5
gives the main conclusions of this work.

2. Motivation and code description

The BOPs provide a rigorous expansion for the density of
states and the binding energy. The algorithmic problem is the
construction of all closed paths of a given length (cf. Eq. (1) and
Fig. 1) between neighboring atoms. As shown in Ref. [11], the
complexity is confirmed to be O(N) when increasing the number
of atoms N , but the prefactor per atom increases as m9/2 with the
moment expansion m. This strong increase of the prefactor for
energy and force computations poses a significant computational
load for multi-million atom systems, which are necessary, e.g., to
describe the development of dislocation networks. Therefore an
efficient parallelization is necessary to reduce the overall wall-
clock time of large-scale simulations.

An initial analysis of the simulation code BOPfox reveals that
the large number of path combinations that need to be evaluated
for every atom clearly dominates the CPU time compared with the
rest of tasks. Each path is computed as the result of a chain of
multiplications of small pairwise Hamiltonian matrices between
neighbor atoms (cf. Fig. 1), and all together contribute to the
computation of energies and forces in the system. This task is
accomplished in three steps for a given moment expansionm:

• Paths of length 1 fromevery atomare directly obtained from the
bond information (i.e. pairwise Hamiltonians) associated with
its nearest neighbors, including itself.

• Paths of length between 2 and ⌈m/2⌉ (from now on referred to
as half-length paths) are computed.

• Paths of length between ⌈m/2⌉ + 1 and m are obtained
by merging (i.e. multiplying) pairs of the paths computed
previously.
A rough profiling of the BOPfox code indicates that these

multiplications consumemore than 90% of the total execution time
of a sample execution [11]. Therefore, the computation of paths is
the target for the parallelization presented in this work.

3. Domain decomposition algorithms

A parallelization based on the concept of independent domains
implies a tradeoff between two factors: (1) the use of local
computations, which imply the definition of an overlap area with a
certain level of redundancy, and (2) the use of communications, in
order to transfer partial computations of paths from one domain to
the other. Communications are requiredwhen a given domain does
not have all necessary information to compute all self-returning
paths for local atoms, which is usually the case for atoms close
to the domain boundary. It is therefore required to balance the
cost associatedwith data transfer betweendomains and redundant
computations within the overlap region.

An additional consequence of this tradeoff is that, when
some extreme cases are considered, the nature of the simulation
hampers a really efficient parallelization. Considering moment
expansions of length m, each atom is accessing all atoms in a
spherical volume of radius ⌈m/2⌉ × Rcut , which should be of the
order of a domain size and considerably smaller than the system
size for an efficient parallel execution. According to this, a minor
assumption has been considered for the present implementations
of domain decomposition, i.e. the computation of paths requires
information from only the local domain D and its neighbor
domains, with which D shares a common border. The idea is to
restrict the local-area information in every process to its associated
domain and a relatively small portion of its neighbor domains, so
that the number of domains in which a system is subdivided is
coherent with the system size.

Previous simulations of pair potentials or BOPs with low-
order expansions (available in widely used simulation codes
like LAMMPS [12,13]) can benefit from highly efficient parallel
approaches such as the neutral-territory [14] and the eighth-
shell approach [15,16], which may also be used for analytic BOPs.
However, here the intense computation in a volume around each
atom suggests the definition of overlap zones according to the
moment expansionm, in order to allow amainly local computation
of half-length paths for each domain. Consequently, the size of
the domain is preferably defined large enough with respect to
the overlap zone in order to keep communications as simple and
reduced as possible.

Following these premises, three types of algorithms are now
presented in order to illustrate different levels of the tradeoff
between communications and computations. Starting from a
scenario with redundant path computations with no additional
communications, the tradeoff is applied to get an approach with
no redundancy and complementary communications. According
to this, the order of presentation of the algorithms is as
follows: (1) minimum redundancy (MIN-REDUND), (2) path
communication algorithms (FULL-SHELL and HALF-SHELL) and
(3) force communications (BOND-COMMS). Fig. 2 illustrates
the differences between these approaches in terms of the
tradeoff between local computations and the amount of required
communications with the type of exchanged information (either
path matrices or force contributions). All these algorithms have
been implemented using the MPI library, which is a de-facto
standard approach for parallel computing on distributed systems.
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