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Abstract This short article exhibits that there exists critical point of the power for the generalized

function t�a for a> 0. The present results show that it is long-range dependent if 0 < a< 1 and

short-range dependent when a> 1. My motivation of studying that dependence issue comes from

the power-law type functions in fractal time series. The present results may yet be useful to inves-

tigate fractal behavior of fractal time series from a new point of view.
� 2015 The Author. Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an

open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Dependence analysis of functions is an interesting topic. That
is particularly true in time series with long-range dependence

(LRD), (see e.g., Arzano and Calcagni, 2013; Asgari et al.,
2011; Cattani, 2010a,b; Cattani et al., 2012; Lévy Véhel,
2013; Mandelbrot, 2001; Stanley et al., 1993; Yang and
Baleanu, 2013; Yang et al., 2013; Zhao and Ye, 2013), simply

mentioning a few. The particularity in time series with LRD or
in fractal time series in general is power-laws in probability
density function (PDF), power spectrum density (PSD), and

autocorrelation function (ACF) (Li, 2010; Stanley, 1995). By
power-laws, we mean that things one concern about are
described by power functions, for instance, f(t) = Atk (t> 0)

where A is a constant and k e R (the set of real numbers).

Functions in the class of tk play a role in the domain of gen-

eralized functions (Rennie, 1982; Kanwal, 2004). Its Fourier
transform has been well studied (Gelfand and Vilenkin,
1964; Lighthill, 1958). However, its correlation dependence

from a view of statistical analysis is rarely seen. This article
aims at providing my analysis of its correlation dependence.
For facilitating the consistence with those in fractal time series,

we are also interested in t�a for a> 0, which are decayed
power functions. This article will show that there exists a
critical point for t�a. When a > 1, t�a is of short-range depen-

dence (SRD). If 0 < a< 1, t�a is of LRD.

2. Analysis and results for t�aHðtÞ

Denote by y(t) a time series. Its ACF is denoted by ryy(s) =
E[y(t)y(t+ s)]. By LRD (Mandelbrot, 2001), one impliesZ 1

0

ryyðsÞds ¼ 1: ð1Þ

A typical case of ryy(s), which satisfies the above, is a
decayed power function expressed by

ryyðsÞ � cs�b ð0 < b < 1Þ; ð2Þ
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where c is a constant. IfZ 1

0

ryyðsÞ ds < 1; ð3Þ

y(t) is of SRD. Note that exponentially decayed ACFs are

trivial in the field of fractal time series for the meaning of SRD.
Denote by Syy(x) the PSD of y(t). Then,

SyyðxÞ ¼ F½ryyðsÞ� ¼
Z 1

�1
ryyðsÞe�ixsds: ð4Þ

The case of LRD expressed by (1) implies Syy(0) =1,
meaning 1/f noise. On the other hand, the SRD case expressed

by (3) means that Syy(x) is convergent at x = 0. Both reflect
the statistical dependence of LRD and SRD in the frequency
domain.

Let fðtÞ ¼ t�aHðtÞ, where a > 0 and H(t) is the Heaviside

unit step function. To discuss its correlation dependence, the
following lemma is needed.

Lemma 1. The Fourier transform of tkHðtÞ is given by

F½tkHðtÞ� ¼ 1

ix
exp � ipk

2
sgn

x
2p

� �� �
k!jxj�k

¼ �i exp � ipk
2

sgn
x
2p

� �� �
ðkÞ!jxj�k�1

¼ exp � ipð1þ kÞ
2

sgn
x
2p

� �� �
ðkÞ!jxj�k�1

; ð5Þ

referring to (Lighthill, 1958) for the proof, also see (Li, 2013).

From Lemma 1, we have the following corollary.

Corollary 1. The Fourier transform of f(t) is given by

F½t�aHðtÞ� ¼ 1

ix
exp

ipa
2

sgn
x
2p

� �� �
k!jxja

¼ �i exp
ipa
2

sgn
x
2p

� �� �
ð�aÞ!jxja�1

¼ exp � ipð1� aÞ
2

sgn
x
2p

� �� �
ð�aÞ!jxja�1

: ð6Þ

Lemma 2. Denote the ACF of f(t) by rff(s). Representing rff(s)
by using the convolution (Papoulis, 1977) produces

rffðsÞ ¼ fðsÞ � fð�sÞ; ð7Þ
where * stands for the convolution operation.

Corollary 2. The Fourier transform of f(�t) is given by

F½fð�tÞ� ¼ exp
ipð1� aÞ

2
sgn

x
2p

� �� �
ð�aÞ!ð�1Þa�1jxja�1: ð8Þ

Proof. Denote by F(x) the Fourier transform of f(t). Then, the
Fourier transform of f(�t) is F(�x). Replacing x in (6) by �x
produces (8). Hence, Corollary 2 holds.

Let Sff(x) be the PSD of f(t). Then, we present the follow-

ing theorem.

Theorem 1. The PSD of f(t) is expressed by

SffðxÞ ¼ ð�1Þa�1 ð�aÞ!½ �2jxj2ða�1Þ
: ð9Þ

Proof. According to the convolution theorem, one has

SffðxÞ ¼ F½fðtÞ�F½fð�tÞ�. Therefore, with Corollaries 1 and 2,

we have

F½fðtÞ�F½fð�tÞ� ¼ exp � ipð1� aÞ
2

sgn
x
2p

� �� �
ð�aÞ!jxja�1

� exp
ipð1� aÞ

2
sgn

x
2p

� �� �
ð�aÞ!ð�1Þa�1jxja�1

¼ ð�1Þa�1½ð�aÞ�!2jxj2ða�1Þ
:

Thus, Theorem 1 holds.

Theorem 2. f(t) is SRD if a > 1 and LRD if 0 < a < 1.

Proof. From (9) in Theorem 1, we see that Sff(x) is convergent
at x= 0 for a > 1, meaning f(t) is SRD. On the other side, it

is divergent x= 0 if 0 < a< 1, implying f(t) is LRD. This
completes the proof.

The ACF of f(t), rff(s), gives the quantitative description of
how f(t) at time t correlates to the one at t+ s. Thus, suppose
f(t) is a PDF or ACF or PSD of a specific time series.

Theorem 2 may provide a tool to deeply investigate or describe
dynamics of a fractal random function from another point of
view. I shall work at this issue in future.

3. Analysis and results for jtj�a

Lemma 3. The Fourier transform of jtjk is given by

F jtjk
� �

¼ �2 sin
kp
2

� �
k!jxj�k�1; ð10Þ

where k– �1,�3, . . . (Lighthill, 1958; Li, 2013).

Corollary 3. The Fourier transform of jtj�a
is given by

F jtj�að Þ ¼ 2 sin
ap
2

� �
ð�aÞ!jxja�1: ð11Þ

Proof. Replacing k in (10) by �a yields this corollary.

Theorem 3. Let Sgg(x) be the PSD of gðtÞ ¼ jtj�a
: Then,

SggðxÞ ¼ Fðjtj�aÞ½ �2 ¼ 4 sin2 ap
2

� �
½ð�aÞ!�2jxj2ða�1Þ: ð12Þ

Proof. According to the convolution theorem, we have

SggðxÞ ¼ F½gðtÞ�F½gð�tÞ� ¼ fF½gðtÞ�g2. Using (11), we have

fF ½gðtÞ�g2 ¼ 4 sin2ðap
2
Þ½ð�aÞ!�2jxj2ða�1Þ

. Therefore, Theorem 3

holds.

Theorem 4. g(t) is LRD if 0 < a < 1 and it is SRD if a > 1.

Proof. Omitted as it is similar to that in Theorem 2.

4. Concluding remarks

I have explained that there exists a critical point of power for

the class of generalized power functions jtj�a
and jtj�a

HðtÞ to
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