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a b s t r a c t

Background: Electroencephalogram (EEG) provides a non-invasive approach to measure the electrical
activities of brain neurons and has long been employed for the development of brain-computer interface
(BCI). For this purpose, various patterns/features of EEG data need to be extracted and associated with
specific events like cue-paced motor imagery. However, this is a challenging task since EEG data are
usually non-stationary time series with a low signal-to-noise ratio.
New method: In this study, we propose a novel method, called structure constrained semi-nonnegative
matrix factorization (SCS-NMF), to extract the key patterns of EEG data in time domain by imposing the
mean envelopes of event-related potentials (ERPs) as constraints on the semi-NMF procedure. The
proposed method is applicable to general EEG time series, and the extracted temporal features by SCS-
NMF can also be combined with other features in frequency domain to improve the performance of
motor imagery classification.
Results: Real data experiments have been performed using the SCS-NMF approach for motor imagery
classification, and the results clearly suggest the superiority of the proposed method.
Comparison with existing methods: Comparison experiments have also been conducted. The compared
methods include ICA, PCA, Semi-NMF, Wavelets, EMD and CSP, which further verified the effectivity of
SCS-NMF.
Conclusions: The SCS-NMF method could obtain better or competitive performance over the state of the
art methods, which provides a novel solution for brain pattern analysis from the perspective of structure
constraint.

& 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Brain-computer interface (BCI) aims at establishing an efficient
communication channel between human brain and manipulatable
device, and therefore has a broad range of real-life applications such
as assisting humans with severe disabilities [1]. Existing BCI systems
can measure and interpret brain activities evoked by either exoge-
nous or endogenous stimuli, and motor imagery is a representative
endogenous event that one can initiate by imaging certain limb or
other motions. Electroencephalogram (EEG) is a non-invasive mea-
surement approach that records the electrical activities of brain
neurons along the scalp, and it has long been considered as an
effective method providing important information for motor imagery
analysis and classification [2].

Since the focus of this study is to develop a decomposition-
based method for identifying EEG patterns in time domain, here we
only review the related work on pattern extraction; for classifica-
tion algorithms like support vector machine used in EEG-based
BCIs, the reader is referred to Lotte et al. [3]. EEG data are frequent
measurements of electrical signals, it is therefore natural to inves-
tigate their frequency domain features such as event-related
synchronization (ERS) and event-related desynchronization (ERD)
[4,5] after fast Fourier transform (FFT), wavelet transform or
Hilbert–Huang transform (HHT) [6]. EEG data are also high-
dimensional non-stationary time series with a poor signal-to-
noise (SNR) ratio [3,7], it is thus more challenging to identify the
useful temporal patterns in time domain. Nevertheless, the concept
of event-related potential (ERP), defined as the time-locked average
of EEG signals in response to a repeated event, has been introduced
into EEG data analysis to improve the SNR [8]. The key temporal
patterns embedded in ERPs can then be extracted using decom-
position methods such as principle component analysis (PCA) [9]
and independent component analysis (ICA) [10]. In particular, the
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nonnegative matrix factorization (NMF) methods [11–13] have
received increasing attention due to its capability of decomposing
data into physically meaningful parts. More importantly, unlike the
orthogonality assumption in PCA and the independency assumption
in ICA, the NMF methods do not make such assumptions on data
and are thus applicable to a broader range of problems.

In the past decade, many NMF variants have been proposed by
incorporating different penalties into the original NMF objective
function. Ding et al. [12] proposed the semi-NMF and convex NMF
methods; the semi-NMFmethod relaxes the non-negativity constraint
and thus allow negative entries in the results, and the convex NMF
forces the basis vectors to be a convex combination of input data and
introduces sparsity into the results implicitly. Li et al. [14] proposed a
local nonnegative matrix factorization (LNMF) method by introducing
sparsity and redundancy restrictions to obtain a minimum number of
basis vectors to achieve better locality. The sparseness constraint in
Hoyer’s work [15] has a form similar to that of the LNMF. Cai et al. [16]
developed the graph regularized nonnegative matrix factorization
(GNMF) method, which introduces the inter-sample geometric simi-
larity as an extra proximity constraint on sample representation. A
constrained nonnegative matrix factorization (CNMF) was developed
by Liu et al. [17] with the label information imposed as a hard
constraint.

In the methods mentioned above, the PCA and ICA methods
make the orthogonality and the independence assumption,
respectively, which may not be valid to brain signals. In addition,
note that EEG time series can take positive or negative values,
which makes the conventional NMF methods inapplicable. There-
fore, among all the NMF variants described above, we select the
semi-NMF method proposed by Ding et al. [12] and extend it to
address the temporal pattern extraction problem for EEG data.
This idea is different from those of several previous studies, which
applied the NMF method to brain signals (after wavelet transform
or short-time FFT) in the frequency domain [18–21]. The SCS-NMF
method developed in this paper extracts the temporal EEG
patterns, which are physically meaningful, and thus enables the
time-domain analysis of brain signals in a pure additive manner.
We thus believe that SCS-NMF provides a useful alternative for
temporal EEG pattern analysis.

A key question that has not been sufficiently addressed in previous
studies is what temporal patterns embedded in ERPs in response to
the same cue- or self-paced event should be extracted and used for
motor imagery classification. In this study, we consider a data-driven
approach, which directly learns the temporal patterns from data
without feeding it on any prior knowledge. More specifically, we
borrow the idea from the empirical mode decomposition (EMD) step
in HHT, which extracts the upper and lower envelopes of non-
stationary time series via cubic spline interpolation [6]. We thus
calculate the mean envelopes of ERPs by averaging the upper and
lower envelopes, and hypothesize that these mean envelopes are the
common patterns useful to motor imagery classification, based on the
fact that the post-stimulus responses of brain to the same event are
highly replicable [8]. We impose the mean envelopes of ERPs as
structure constraints on the semi-NMF procedure such that the time
series from each single trial can be decomposed into a linear
combination of the basis temporal patterns. Finally, based on the
coefficients of those linear combinations obtained via SCS-NMF, a
linear support vector machine (SVM) is trained to classify the brain
responses to the imagined motions. To the best knowledge of authors,
this is the first time that semi-NMF is extended and introduced into
BCI-related problems, which enables the pattern analysis of brain
signals in time domain.

The rest of the paper is organized as follows: the SCS-NMFmethod
is described and theoretically justified in Section 2, the real data
experiment results are shown in Section 3, and the conclusions are
presented in Section 4.

2. Method

In this section, we describe the details of how to extract and use
the mean envelopes of ERPs as structure constraints to regularize the
semi-NMF procedure.

2.1. Mean envelope of ERP

By definition, an ERP is the time-locked average of EEG data
(maybe pre-processed using, e.g., bandpass filtering) over multiple
trials on the same subject in response to a repeated event [8]. The
upper and lower envelopes of an ERP can be calculated via cubic
spline interpolation as described in [6], and the mean envelope of
ERP is simply the arithmetic average of the upper and lower
envelopes.

We show some examples of the mean envelopes of ERPs in
Fig. 1 to visually illustrate why they can be employed as the
structure constraints for temporal pattern extraction. Dataset IVa
from BCI competition III [22] is used to produce Fig. 1, and this
dataset contains observations from 5 subjects (labelled as ‘aa’, ‘al’,
‘av’, ‘aw’, and ‘ay’, respectively), and each subject with 118
channels recorded for three motor imageries (left hand, right
hand, and right foot). Extended international 10–20 system is
applied to configure the 118 electrodes. Two kinds of visual cues
indicating the expected motor imagery have been employed,
which are either a static letter behind a fixation cross or a
randomly moving objects. For each subject, 280 trials of motor
imagery have been conducted. For each trial, the visual cue
indicated for 3.5 s and the presentation of target cues were
intermitted by a period of random length from 1.75 s to 2.25 s.
The recorded signals were band-pass filtered between 0.05 and
200 Hz and downsampled to 100 Hz. Define one trial as the
experimental observation of the brain activities of one subject
evoked by a single event, the ERPs in Fig. 1(a) are calculated by
averaging the filtered data from channel 38 (the FC4 position in
the international 10–20 system) over each group of 30 trials in
response to the left hand motion imagination from three different
subjects (aa, al and ay), and three ERPs are plotted for one subject;
also, the mean envelopes of the grand-average ERP (that is, the
arithmetic average of the three ERPs) of each subject is plotted in
Fig. 1(b). In Fig. 1, the zero instant is set as the onset time of the
visual cue. One can tell from Fig. 1 that the three ERPs of each
subject resemble each other if neglecting the differences in data
magnitude; more interestingly, the mean envelopes of the three
subjects are also similar to each other in terms of shape. This
observation motivates us to introduce the mean envelopes of ERPs
as structure constraints on the semi-NMF procedure for pattern
extraction.

2.2. Structure constraint matrix

Here we describe how to use the weighted mean envelopes to
construct the structure constraint matrix based on a given training
dataset. Let L denote the number of different motor ima-
gery types and let Nl l¼ 1;…; Lð Þ denote the number of trials on
the same human subject corresponding to the lth motor imagery
type. Although the Nl trials are for the same motor imagery, the
patterns (e.g., shape and magnitude) of the EEG time series
collected from these trials will change as time goes by, as
suggested in Fig. 1(a). Therefore, instead of pulling all the Nl trials
together to calculate one single ERP for a motor imagery type, it is
more reasonable to divide the Nl trials into M non-overlapping
groups according to their proximity in time and calculate an ERP
as well as the mean envelope of this ERP for each group. The
method to calculate the mean envelope is given in Section 2.1.
Thus, a structure constraint matrix SP�K can be constructed with

N. Lu et al. / Computers in Biology and Medicine 60 (2015) 32–39 33



Download English Version:

https://daneshyari.com/en/article/504924

Download Persian Version:

https://daneshyari.com/article/504924

Daneshyari.com

https://daneshyari.com/en/article/504924
https://daneshyari.com/article/504924
https://daneshyari.com

