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h i g h l i g h t s

• A likelihood ratio test on the equality of group production frontiers is proposed.
• The heterogeneity in the error distribution may exist and should be considered in the LR test.
• We reproduce the results of Rao et al. (2004) and also demonstrate our LR test for comparison.
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a b s t r a c t

The empirical applications of the metafrontier analysis have largely been popularized by the publications
of Battese et al. (2004), and O’Donnell et al. (2008). Prior to the estimation of the metafrontier function,
it is generally suggested to conduct a likelihood-ratio (LR) test to test if all group frontiers are the same.
In this short note, we point out that although the null hypothesis of the suggested LR test restricts all
frontiers to be the same for all groups, the heterogeneity in the error distribution may exist and should
be considered. We propose a restricted LR test as an alternative procedure.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Central to the metafrontier production analysis is that, while
firms in different regions or groups may choose a particular
production technology depending on the production environment
encountered, there exists a ‘‘meta’’ technology that envelops all the
heterogeneous ones. Consider the data generating process (DGP) of
the output yjit of the ith firm in the tth period in the jth group using
the input x,

yjit = f j

x; β j

+ υ
j
it − uj

it , i = 1 . . .Nj,

t = 1 . . . Ti, j = 1 . . . J, (1)

where f j

x; β j


denotes the jth group production technology, β j

is a parameter and x is the input level.1A common assumption
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(H.-p. Lai).
1 A production technology or production function is a function f (x) =

max {y|y ∈ P(x)} = max {y|x ∈ L(y)} where P(x) is the output set and L(y) is
the input set (see p. 26 in Kumbhakar and Lovell, 2000). The defined jth group
production function f j


x; β j


is a parametric representation of f (x).

imposed on the two random components in the stochastic frontier
studies is υ

j
it ∼ N


0, σ 2

νj


, uj

it ∼ N+(0, σ 2
uj), and υ

j
it and uj

it

are independent to each other. The frontier function f j and the
parameter β j differentiate the group production technologies.

The metafrontier of the heterogeneous groups is defined
as a convex hull, f m (x; βm) ≡ conv


j f

j

x; β j


. Had the

heterogeneity in technology not existed, there would be no need
for metafrontier production analysis, i.e., f m (x; βm) = f j


x; β j


for all j.

The empirical applications of the metafrontier analysis have
largely been popularized by the publications of Battese et al.
(2004), and O’Donnell et al. (2008). Prior to the estimation of
the metafrontier function f m (x; βm), it is generally suggested
that a likelihood-ratio (LR) test of the null hypothesis that all
group frontiers are the same be performed by computing the
statistic λ = −2


ln

LH0/LH1


, where ln LH0 is the value of the

log-likelihood function for the stochastic frontier estimated by
pooling the data for all groups under the homoscedastic variance
component assumption (σ 2

νj = σ 2
ν , σ 2

uj = σ 2
u for all j), and ln LH1

is the sum of the values of the log-likelihood functions for the
separate group frontiers (e.g., Rao et al., 2004; Battese et al., 2004;
O’Donnell et al., 2008).

Since the specification f j(x; β j) in (1) defines the jth group
production technology and


σ 2

vj, σ 2
uj


defines the distributions
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of the group’s random noise and inefficiency, empirically it is
inconceivable that the group’s variance components would be
homoscedastic. In this short note, we point out that the above-
suggested LR test of pooling the data under the hypothesis H0 that
all group frontiers are identical, i.e., f m (x; βm) = f j


x; β j


for

all j, is inappropriate when the group’s variance components are
heteroscedastic, and propose a restricted LR test as an alternative
procedure.2

2. Likelihood ratio test on the equality of group production
frontiers

Define the composite error ε
j
it = υ

j
it − uj

it . It can be shown that
the composite error of the model given by (1) has the following
density function,

h

ε
j
it


=

2
σ 2

νj + σ 2
uj

φ

 ε
j
it

σ 2
νj + σ 2

uj

Φ

−ε
j
itσ uj/σvj
σ 2

νj + σ 2
uj

 , (2)

where φ(.) and Φ(.) are the probability density function (pdf)
and cumulative distribution function (cdf) of the standard normal
distribution, respectively. The log-likelihood function of the Nj
firms in the jth group is

ln Lj =

Nj
i=1

Ti
t=1

ln h

ε
j
it



=

Ni
i=1

Ti
t=1

 ln 2 −
1
2
ln

σ 2

vj + σ 2
uj



+ lnφ

 ε
j
it

σ 2
νj + σ 2

uj

+ lnΦ

−ε
j
itσ uj/σvj
σ 2

νj + σ 2
uj

 . (3)

The within group one-sided errors uj
it in the above log-

likelihood function (3) are assumed to be independently, identi-
cally, distributed (i.i.d.). However, in the panel model of Battese
and Coelli (1992) with the time-varying decaying inefficiency, the
one-sided error is generally specified as a function of time t ,

uj
it = e−η(t−T )uj

i, (4)

where uj
i ∼ N+(0, σ 2

uj) is time-invariant but varies with groups.
It can then be shown that the composite error has the following
alternative log-likelihood function,

ln Lj = −
1
2

 Nj
i=1

Ti

 
ln (2π) + ln σ 2

sj


−

1
2

Nj
i=1

(Ti − 1) ln

1 − γj


−

1
2

Nj
i=1

ln


1 +


Ti

t=1

η
j2
it − 1


γj


+ Nj ln 2

2 If the truth is indeed homoscedastic, i.e., σ 2
νj = σ 2

ν , σ 2
uj = σ 2

u for
all j, the LR test of identical group frontiers by assuming full heterogeneous
variance components, i.e., σ 2

νj ≠ σ 2
νj′ and σ 2

uj ≠ σ 2
uj′ would still be valid, but less

inefficient since more variance parameters are estimated. On the contrary, if the
variances were heterogeneous, the LR test under the assumption of homogeneous
variances would be invalid. In either case, however, the LR test of identical group
frontiers under the heterogeneous variance assumption is valid. We appreciate an
anonymous referee’s insightful comment.

+

Nj
i=1

ln

1 − Φ


−z∗

i


+

1
2

Nj
i=1

z∗
2

i

−
1
2

Nj
i=1

Ti
t=1

ε
j2
it

1 − γj

σ 2
sj
, (5)

where σ 2
sj =


σ 2

νj + σ 2
uj


, γj = σ 2

uj/σ
2
sj , η

j
it = e−ηj(t−Ti), and

z∗

i =

−γj

Ti
t=1

η
j
itε

j
it

γj

1 − γj


σ 2
sj


1 +


Ti

t=1
η
j2
it − 1


γj

1/2 .

For the empirical metafrontier analysis, one often needs to
conduct the likelihood-ratio test to examine whether all group
frontiers are the same, i.e., to test the hypothesis H0,

H0 : f 1

x; β1

= f 2

x; β2

= · · · = f J

x; β J . (6)

Under the hypothesis H0, denote f m (x; βm) = f j

x; β j


for all j.

Then the group’s stochastic frontier regression (1) becomes

yjit = f m

x; βm

+ υ
j
it − uj

it , i = 1 . . .Nj, t = 1 . . . Ti,

j = 1 . . . J, (7)

with the composite error,

ε
j
it = yjit − f m


x; βm . (8)

The log-likelihood value, ln LH0 , of (7) under the hypothesis that all
group frontiers are identical is obtained by the maximization

ln LH0 = max
βm,σ 2

v1,σ
2
u1,...,σ

2
vJ ,σ

2
uJ


J

j=1

ln Lj, (9)

where ln Lj =
Nj

i=1 ln f (εj
i1, . . . , ε

j
iTi

; βm, σ 2
vj, σ

2
uj) depends on

the distribution assumptions of υ
j
it and uj

it , and ε
j
it is defined

in (8). Alternatively, if the group production technologies are
heterogeneous, then the group frontiers are estimated separately
without imposing the constraint that f m (x; βm) = f j


x; β j


for all

j. The unconstrained log-likelihood value, ln LH1 , of (7) is obtained
by the maximization

ln LH1 =

J
j=1

max
β1,...,β J ,σ 2

v1,σ
2
u1,...,σ

2
vJ ,σ

2
uJ

 ln Lj, (10)

where ln Lj =
Nj

i=1 ln f (εj
i1, . . . , ε

j
iTi

; β j, σ 2
vj, σ

2
uj) and the

composite error is,

ε
j
it = yjit − f j


x; β j . (11)

The likelihood-ratio test of hypothesis (6) involves computing the
statistic

λ = −2

ln LH0 − ln LH1


, (12)

which has a Chi-square (χ2) distribution with degrees of freedom
d =

J
j=1 dim


β j

− dim (βm), where dim (.) is the dimension of

the parameter.
We emphasize that the maximization in (9) under the

hypothesis that all group frontiers are the same is not equivalent to
the maximum likelihood estimation of a single stochastic frontier
regression (7) by pooling the data of all groups to compute the log-
likelihood value ln LH0 , which is commonly suggested in empirical
studies (e.g., Rao et al., 2004; Battese et al., 2004; O’Donnell
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