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h i g h l i g h t s

• Financial cycles are estimated with an unobserved components time series model.
• The credit-to-GDP ratio (or total credit) and house prices share similar medium-term cycles.
• Financial cycles are longer and have larger amplitudes compared to business cycles.
• The length and amplitude of financial cycles varies across countries and over time.
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a b s t r a c t

We adopt an unobserved components time series model to extract financial cycles for the United States
and the five largest euro area countries over the period 1970–2014. We find that financial cycles can
parsimoniously be estimated by house prices and total credit or the credit-to-GDP ratio. We show that
these medium-term cycles are longer and have larger amplitudes than business cycles, and that their
length and amplitude vary over time and across countries.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Weexplore a new approach to themeasurement of financial cy-
cles, and examine their main characteristics for the United States,
Germany, France, Italy, Spain and the Netherlands. The financial
cycle captures systematic patterns in the financial system that can
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have important macroeconomic consequences (Borio et al., 2001).
In recent years, several methods to measure the financial cycle
have been proposed. These include variations of the Burns and
Mitchell (1946) turning-point analysis, (e.g. Claessens et al., 2011,
2012) and non-parametric bandpass filters (e.g. Aikman et al.,
2015 and Schüler et al., 2015). Igan et al. (2009) and Hiebert et al.
(2014) are among the papers that apply both approaches with the
aim of reachingmore robust conclusions. The financial cycle is typ-
ically characterized by the co-movement ofmedium-term cycles in
credit, the credit-to-GDP ratio and house prices; its peaks tend to
coincide with onsets of financial crises (Drehmann et al., 2012).
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We consider a new approach to extracting financial cycles
based on amultivariate unobserved components time seriesmodel
(UCTSM) for these three variables, see Harvey and Koopman
(1997). The model is based on a joint decomposition of the three
time series into long-term trends, and combinations of short- and
medium-term cycles. We investigate whether the cycles for the
individual series have the same frequencies and dynamic persis-
tencies. While this approach has been applied extensively to busi-
ness cycle analysis, see Valle e Azevedo et al. (2006) and references
therein, there are only a few illustrations for financial variables, of
which Koopman and Lucas (2005) and Chen et al. (2012) are exam-
ples. In comparison to non-parametric filters, we do not need prior
assumptions on the length of the cycle,which is particularly conve-
nient for our exploratory research on the financial cycle. Moreover,
our model-based analysis relies on diagnostic statistics to investi-
gate whether the model and the estimated trends and cycles are
accurate and reliable.

2. Data and modeling approach

We extract financial cycles from quarterly time series of credit,
the credit-to-GDP ratio and house prices for the United States (US),
Germany, France, Italy, Spain and the Netherlands, over the sample
period from 1970 to 2014; the data sets are similar to the ones
used inDrehmann et al. (2012). In our analysis, we have considered
two definitions for credit: total credit and bank credit. We only
present a selection of the results for total credit, all other results are
available upon request from the authors. The time series are taken
from the macroeconomic database of the Bank of International
Settlements; they are deflated by the consumer price index and
logarithms are taken except for the credit-to-GDP ratio.

We follow the steps in the analysis of Koopman and Lucas
(2005): first we extract cycles from all time series based on an
univariate UCTSM, and second, we verify whether the cycles in
a multivariate UCTSM share common characteristics. Standard
likelihood ratio tests are adopted to establish whether ‘similar’
cycles exist in the financial variables under consideration for the
US and the five euro area (EA) countries.

2.1. Unobserved components time series models

The observation vector of our three variables at time t is de-
noted by yt , for t = 1, . . . , T . TheUCTSM in our study is formulated
by a trend-cycle decomposition model for each variable equation
i, that is

yit = µit + ψit + εit , εit
i.i.d.
∼ N (0, σ 2

ε,i), i = 1, . . . ,N, (1)

where yit is the ith element of yt , µit represents the trend com-
ponent,ψit represents the short- to medium-term cycle dynamics,
and εit is the irregular that is normally distributed, with mean zero
and variance σ 2

ε,i, and serially independent. The three components
are unobserved. The trend associated with one variable is seem-
ingly unrelated with the trends of the other two variables. This
also applies to the cycle and the irregular. However, the covari-
ances between the disturbances driving a particular component
are typically non-zero and imply a dependence structure amongst
the three variables and their dynamic characteristics.

A key part of the analysis is to determine the appropriate
smoothness of the trend component, that is how much dynamic
fluctuation in the variable yit is assigned to the trend as opposed
to the cycle. In terms of the m-order trend model of Harvey and
Trimbur (2003), we determine the smoothness by the choice of m
in the trend specification µit = µ

(mi)
it , with

µ
(k)
i,t+1 = µ

(k)
it + µ

(k−1)
it , k = mi,mi − 1, . . . , 2,

µ
(1)
i,t+1 = µ

(1)
it + ζit , ζit

i.i.d.
∼ N (0, σ 2

ζ ,i),
(2)

where ζit is the disturbance that drives the trends µit , and where
covariance (ζit , ζjt) can be non-zero for i ≠ j. In a frequency-
domain analysis, a higher value for m implies that the low-pass
gain function will have a sharper cutoff. Hence the trend compo-
nent becomes smoother as m increases. When m = 2, the trend
reduces to an integrated random walk process. Notice that Eq. (2)
implies ∆mµ

(m)
i,t+1 = ζit . For many macroeconomic time series, m

is typically set to 2; see, for example, Valle e Azevedo et al. (2006).
This choice form is also adopted for the financial variables business
failure rates and credit spreads in Koopman and Lucas (2005).

The cycle component ψit has the stochastic dynamic specifica-
tion proposed by Harvey (1989) and is given by
ψi,t+1

ψ
(∗)
i,t+1


= φi
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i.i.d.
∼ N (0, σ 2

ω,iI2), (3)

where the frequencyλi ismeasured in radians, 0 ≤ λi ≤ π , and the
persistence φi is the damping factor, 0 < φi < 1, for i = 1, . . . ,N .
The period or length of the stochastic cycle ψit is given by 2π/λi.
The cycle ψit is a stationary dynamic process. The disturbances
(ωit , ω

(∗)
it )

′ drive the cyclical stochastic process and may be corre-
latedwith (ωjt , ω

(∗)
jt )

′, for i ≠ j. All irregular, trend and cycle distur-
bances are serially andmutually uncorrelated, at all times and lags,
but individually they can be correlated with their counterparts of
the other two variables. The model is complete with appropriate
initial conditions for trendµi,1 and cycleψi,1 as discussed inDurbin
and Koopman (2012).

2.2. Similar trends and cycles

In our analysis, we investigate whether the trends and cycles
can be treated as similar trends and cycles. In case of the trend,
we verify whether the trend order mi can be the same m, for i =

1, . . . ,N . In case of the cycle, we verify whether the frequency
λi and persistence φi can have respectively the same values for
i = 1, . . . ,N . However, the scales of trends and cycles, as deter-
mined by the variances and covariances of the disturbances driving
the components, can still be different under these ‘similar’ restric-
tions. The implications for the properties of similar cycles, both in
the time- and frequency-domain analyses, are discussed in Harvey
and Koopman (1997). Standard likelihood ratio tests can be used
to verify whether the frequency and persistency parameters are
equal amongst equations, after they are estimated from univariate
UCTSMs.

2.3. State space methodology

Univariate and multivariate UCTSMs can be formulated in the
general linear state space model as given by the observation equa-
tion yt = Zαt +εt , with state vectorαt , and the state updating equa-
tionαt+1 = Tαt+ηt , where Z and T are systemmatrices that deter-
mine the dynamic properties of yt , and, together with the variance
matrices for εt and ηt , contain the static parameters of the model.
The state vector contains the unobserved components µt and ψt ,
togetherwith auxiliary variables such asµ(k)t , for k = 1, . . . ,m−1,
andψ (∗)

t in Eqs. (2) and (3). The various disturbances are placed in
an appropriate manner in the vectors εt and ηt . Further details of
the trend-cycle model in state space form are provided by Harvey
(1989).

Once the model is represented in state space form, the Kalman
filter and related state space methods can be applied. We estimate
the unknown static parameters by the method of maximum
likelihood; numerical maximization requires the Kalman filter to
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