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h i g h l i g h t s

• We study identification in two equation probit models with endogenous dummy regressor.
• Parameters are set identified without exclusion restriction.
• Numerical evidence contradict Wilde (2000).
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a b s t r a c t

This paper deals with the question whether exclusion restrictions on the exogenous regressors are
necessary to identify two equation probit models with endogenous dummy regressor. We show that
Wilde (2000)’s criterion is insufficient for (point) identification.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

This paper discuss identification in the following two equations
probit model with endogenous dummy regressor.

Y1 = I

xT1β1 + u1 > 0


(1)

Y2 = I

δY1 + xT2β2 + u2 > 0


(2)

where

(u1, u2) follows N

0,

1 ρ
ρ 1


,

I (A) = 1 if A is true and zero otherwise and ρ ∈ (−1, 1) (see
Sartori, 2003, for a treatment of the case ρ = 1). In all the paper,
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we shall use the notationΦ2(·, ·; ρ) to denote the bivariate normal
standard cumulative distributionwith correlation parameterρ and
φ2(·, ·; ρ) the corresponding bivariate density function.We denote
by Φ(·) the univariate normal standard cumulative distribution
and by φ(·) the corresponding density function. We say that there
exists an exclusion restriction when there exists a variable in x1
that does not appear in x2.

Twomain opinions dominate the literature about identification
in this model. On one hand, Maddala (1983, p. 122) claimed that an
exclusion variable is necessary for identification. His argumentwas
based on the following fact. In a casewhere x1 = x2 = 1, themodel
has four different parameters to be identified β1, β2, δ and ρ,
while we observe only three independent probabilities. Adding an
exclusion variable increases the number of observed independent
probabilities, thus enabling the number of observed independent
probabilities to be larger than or equal to the number of parameters
to be identified. On the other hand, Wilde (2000) notes that even
without an exclusion variable, the presence of only a common
dichotomous covariate might result in the number of observed
independent probabilities equating the number of parameters to
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(a) (ρ, f (ρ)) region, β21 = −0.4, ρ0 = −0.3. (b) (ρ, f (ρ)) region, β21 = 0.4, ρ0 = 0.5.

Fig. 1. Numerical results: f (ρ) (plain blue line). The straight dotted line is the observed probability P111 . β11 = 0.3, β12 = 0.4, β22 = 0.5, δ = 0.3.

be identified. Therefore, following the assertion of Heckman (1978,
p. 957) in a more general context, Wilde (2000) argued that only
the full rank of the (regressor) data matrix is needed to identify all
the model parameters.

We show that the simple criterion proposed by Wilde (2000)
and the rank condition proposed by Heckman (1978) are not suf-
ficient to ensure identification in Models (1)–(2) for the following
reason: the fact that the number of unknown is larger than or equal
to the number of independent probabilities does not ensure unic-
ity of the solution since the system of equations is nonlinear in the
parameters. We provide numerical evidence that contradicts the
result of Wilde and suggests that the model without exclusion is
usually only partially identified.

Finally, we point out that beside the fact that an exclusion vari-
able increases the number of observed independent probabilities,
its intrinsic feature to shift the selection equation (1) by keeping
fix the outcome equation (2) allows us to point identify the model.
All our results hold, also, for a sample selection model with binary
outcome.

2. Failure of point identification

We consider the simple case where a dichotomous regressor
enters both equations. In (1) and (2), let xT1 = xT2 = [1, x] and
β1 = [β11, β12]

T the associated parameters where x ∈ {0, 1},
a binary regressor. As noted by Wilde, we observe now 6 inde-
pendent probabilities, and we have 6 parameters to identify i.e
(β11, β12, β21, β22, δ, ρ). We will use the following notation:

Pijk ≡ P (Y1 = i, Y2 = j|x = k) for all (i, j, k) ∈ {0; 1}3. (3)

Wilde argued that with 6 independent equations and 6 parame-
ters, we have now enough variation in the model to identify the
parameters, unlike in the case without covariates where we had 3
independent equationswith 4 parameters. Although this argument
is a sensible one when the equations are linear in the parameters,
it is likely to fail when linearity or monotonicity does not hold. For
instance, consider the following trivial nonlinear single equation
with one parameter ρ2

−
1
4 = 0.

First, note that β1 = [β11, β12]
T will be identified from the

usual hypothesis on a probit model with the outcome variable
Y1. Second, since the error terms are jointly normally distributed
with correlation ρ, we can write: u1 = ρu2 + e where e follows
N

0, 1 − ρ2


and e is independent of u2. Therefore, we can derive

the following equalities:

P010 =


+∞

−β21


Φ


−

β11 + ρy
1 − ρ2


φ (y) dy (4)

P110 =


+∞

−β21−δ


Φ


β11 + ρy
1 − ρ2


φ (y) dy (5)

P011 =


+∞

−β21−β22


Φ


−

β11 + β12 + ρy
1 − ρ2


φ (y) dy (6)

P111 =


+∞

−β21−β22−δ


Φ


β11 + β12 + ρy

1 − ρ2


φ (y) dy. (7)

Note now the following: since β11 is identified and the inte-
grand is always positive, once you fix a value for ρ, the right-term
of Eq. (4) is strictly monotone in β21. It follows that we identify a
unique value for β21 given ρ.

By using the same recursive solving strategy applied to Eqs.
(5)–(6), we find that all the parameters are identified given a
value of ρ. The question is whether ρ will be identified once we
consider also (7). Once we solve the first three equations for β2 =

[β21, β22]
T and δ given ρ, the support of the integral on the right-

hand side term (RHS) of Eq. (7) depends on ρ, and the latter is not
necessary monotone with respect to ρ. The following numerical
results suggest the nonmonotonicity of this function and find that
several values of ρ might solve the system of equation.1

Denote by f (ρ) the RHS of Eq. (7):

f (ρ) =


+∞

−β∗
21(ρ)−β∗

22(ρ)−δ∗(ρ)


Φ


β11 + β12 + ρy

1 − ρ2


φ (y) dy (8)

where β∗

21(ρ), β∗

22(ρ), δ∗(ρ) solve Eqs. (4)–(6) given ρ. Fig. 1
plots f (·) for ρ ∈ (−1, 1) given different values of the other
parameters.2

Considering the first set of parameters (Fig. 1(a)), f (ρ) exhibits
a nonmonotonic behavior, increasing first, then decreasing after

1 Details on the numerical are exposed in the Appendix section. The routines
can be found on the following link: https://sites.google.com/site/ismaelymourifie/
research-papers.
2 Note that the endpoints, where ρ approaches −1 and 1, are trimmed for better

readability. The numerical approximation behaves poorly, mainly because of the
term


1 − ρ2 in the denominator.
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