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h i g h l i g h t s

• There exist a maximum number of parameters that can be used in the Hausman test.
• The asymptotic variance may converge to a singular matrix.
• The maximum number of parameters that can be used in the test is determined.
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a b s t r a c t

Hausman (1978) developed a widely-used model specification test that has passed the test of time. In
this paper, we show that the asymptotic variance of the difference of the two estimators can be a singular
matrix. Three illustrative examples are used, namely an exogeneity test for the linear regression model, a
test for the Box–Cox transformation, and a test for sample selection bias.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Hausman (1978) developed a widely-used model specification
test that has passed the test of time. The test is based on two esti-
mators, one being consistent under the null hypothesis but incon-
sistent under the alternative, and the other being consistent under
both the null and alternative hypotheses.

The difference of two estimators and the corresponding vari-
ance are used to calculate the test statistic, which asymptotically
follows the chi-squared distributionwith degrees of freedomgiven
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by the number of parameters. Holly (1982, p. 749) wrote ‘‘Haus-
man’s procedure seems to be more general than the classical pro-
cedures for it does not seem to require that the null hypothesis be
given in a parametric form’’.

This paper considers the Hausman test for a case in which two
estimators are obtained as roots of two different sets of equations.
Some equations of the two sets may be the same, but at least one
equation is different. The null hypothesis is that two estimators ob-
tained from different sets of equations converge to the same val-
ues. It is shown that itmay not be possible to use all the parameters
in the model for the Hausman test. The asymptotic variance of the
difference of the two estimators may converge to a singular ma-
trix, and there exist a maximum number of parameters that can be
used in the Hausman test. The maximum number of parameters
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that can be used in the test is determined by the number of differ-
ent equations in the two sets. This result coincides with the case of
a standard parametric test, where the degrees of freedom are given
by the number of restrictions in the null hypothesis.

The remainder of the paper is given as follows. A Hausman test
for a general model is discussed in Section 2, and three illustrative
examples are given in Section 3.

2. A Hausman test for a general model

Let θ be a k-dimensional vector of unknown parameters. Con-
sider two estimators, θ̂ and θ̃ , where θ̂ is consistent under the null
hypothesis and inconsistent under the alternative, whereas θ̃ is
consistent under both thenull and alternative hypotheses. Suppose
that θ̂ is the root of k equations given by:
fT (θ) = 0, and gT (θ) = 0 (1)
where fT (θ) = 0 and gT (θ) = 0 express vectors of k1 and k2 differ-
ent equations, respectively. On the other hand, θ̃ is given by:
fT (θ) = 0, and hT (θ) = 0. (2)
Standard conditions are assumed to hold. All models, whether lin-
ear or nonlinear, that are estimated using moment restrictions be-
long to this category.

Let θ0 be the true parameter value of θ . Under the null hypoth-
esis, it follows that:

fT (θ̂) = fT (θ0) +
∂ fT
∂θ ′


θ0

(θ̂ − θ0) + oP(1/
√
T ), (3)

fT (θ̃) = fT (θ0) +
∂ fT
∂θ ′


θ0

(θ̃ − θ0) + oP(1/
√
T ).

Since fT (θ̂) = 0 and fT (θ̃) = 0, it follows that:

∂ fT
∂θ ′


θ0

√
T (θ̂ − θ̃ ) = oP(1). (4)

This means that there are k1 linear relations between
√
T θ̂ and√

T θ̃ asymptotically, and only k2 elements are linearly indepen-
dent asymptotically. Let R be a r × k matrix and Rank(R) = r . If
r > k2, T · V {R(θ̂ − θ̃ )} will converge to a singular matrix under
the null hypothesis, so that we cannot use the Hausman test in this
case, and the maximum number of parameters that can be used in
the test is k2.

Although ΩT = T · V (θ̂ − θ̃ ) converges to a singular matrix, it
is generally a nonsingular matrix for finite values of T . Therefore, it
will be necessary to set some eigenvalues to zero and define a new
matrix Ω∗

T in order to use the generalized inverse matrix method.
The results of this paper imply that the maximum number of non-
zero eigenvalues of Ω∗

T cannot be greater than k2.

3. Illustrative examples

In this section we give three illustrative examples of the Haus-
man test, namely an exogeneity test for the linear regression
model, a test for the Box–Cox transformation, and a test for sample
selection bias.

3.1. An exogeneity test for the linear regression model

As the first example, we consider a classical exogeneity test of
the linear regression model,

yt = x′

1tβ1 + x′

2tβ2 + ut = x′

tβ + ut , t = 1, 2, . . . , T , (5)
where x′

t = (x′

1t , x
′

2t), β
′

= (β ′

1, β
′

2), x1t is the k1th dimensional
vectors of the explanatory variables which is known to satisfy
cov(x1t , ut) = 0, and x2t is the k2th dimensional vectors of the ex-
planatory variables which might be cov(x2t , ut) ≠ 0.

For this model, we consider the test where the null and alterna-
tive hypotheses are given by:
H0 : cov(x2t , ut) = 0, H1 : cov(x2t , ut) ≠ 0. (6)
This test is a classical example of the Hausman test, and has been
examined extensively (see, for example, Durbin, 1954, Wu, 1973,
Smith, 1983, 1984, 1985, Holly, 1982, and Hausman and Taylor,
1981). However, the problem has not been examined in the con-
text of this paper, where we can reach the conclusion much more
simply than using existing methods.

Under the null hypothesis, the ordinary least squares (OLS) es-
timator is consistent and efficient if the error terms are indepen-
dently and identically distributed (i.i.d.) normal random variables.
However, the OLS estimator is inconsistent under the alternative
hypothesis. On the other hand, the instrumental variables (IV) esti-
mator is consistent under both the null and alternative hypotheses.

Let β̂1, β̂2 and β̂ be the OLS estimators ofβ1,β2 andβ , β̃1, β̃2 and
β̃ be the IV estimators and k = k1 + k2. The OLS and IV estimators
are given by:
t

x1t(yt − x′

1tβ1 − x′

2tβ2) = 0 and
t

x2t(yt − x′

1tβ1 − x′

2tβ2) = 0, and
(7)


t

x1t(yt − x′

1tβ1 − x′

2tβ2) = 0 and
t

zt(yt − x′

1tβ1 − x′

2tβ2) = 0,

where zt is a vector of variables which satisfies


t ztut/T
P

−→ 0.
The first k1 equations are the same, and the differences arise in
the latter k2 equations. As the first k1 equations yield the OLS
estimators, we have:

β̂1 − β̃1 =


t

(x1tx′

it)
−1

t

(x1tx′

2t)


(β̃2 − β̂2), (8)

which is a linear function of β̂2−β̃2. Therefore, if we choose q > k2,
V (β̂∗

− β̃∗) becomes a singular matrix.

3.2. A test for the Box–Cox transformation

The second example is the Box and Cox (1964) transformation
model (BC model), which is given by:

Zt = x′

tβ + ut , yt > 0, t = 1, 2, . . . , T , (9)

Zt =
yλ
t − 1
λ

, if λ ≠ 0,

Zt = log(yt), if λ = 0.
Generally, the likelihood function under the normality assumption
(BC likelihood function) is misspecified, and the maximum likeli-
hood estimator (BC MLE) is not consistent. However, the BC MLE
can be a consistent estimator under a certain assumption. Nawata
(2013) proposed an estimator which is consistent even if the as-
sumption is not satisfied. Therefore, we can use the Hausman test
for this model using these estimators. We will explain the asymp-
totic distributions of the BC MLE and Nawata’s estimator. We then
show that the Hausman test cannot be used for more than two pa-
rameters.

3.2.1. BC MLE
The BC likelihood function is given by:

log L(θ) =


t

[logφ{(zt − x′

t)/σβ} − log σ ]

+ (λ − 1)

t

log yt , (10)
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