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1. Motivation and empirical example

In practice, factor number estimation can be difficult in
panels that exhibit persistency. Intuitively, when either the
cross-sectional units (N) or the time series observations (T )
are not sufficiently large, weak dependence in the idiosyncratic
componentmay bemisinterpreted as dependence due to the factor
structure, resulting in overfitting. Moreover, first-differencing
(a typical treatment) can induce negative serial dependence,
also leading to overestimation. This paper suggests that, in
these situations, estimation can be sharpened by applying a
data-dependent filter to the panel before applying the selection
criteria, and we provide the theoretical justification of the filtering
procedure. First, however, we provide an empirical example
illustrating the benefits of data-dependent filtering using the
Bai–Ng selection criteria.

For the approximate factor model Xit = λ′

iFt + eit , Bai and Ng
(2002, BN hereafter) propose estimating the factor number r by
minimizing
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IC(k) = ln VNT (k) + kg(N, T ), (1)

with respect to k ∈ {0, 1, . . . , kmax} for some fixed kmax, where
VNT (k) = min

{λki },{F
k
t }

(NT )−1N
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t=1(Xit − λk′
i F

k
t )

2 and g(·)

is a penalty function. Setting g (N, T ) = ln C2
NT [(N + T ) /NT ],

where CNT = min
√

T ,
√
N

, yields the ICp2(k) criterion, which

is popular in practice, and has the largest penalty on the fitted
factor number k, making it less sensitive to weak dependence in
the idiosyncratic component than other IC(k) criteria.

We estimate the factor number to industry-level employment
growth. Annual wage and salary employment by the North
American Industry Classification System is obtained from table
SA27 on the Bureau of Economic Analysis (BEA) website. We have
93 industries, and our sample spans 1990–2009. Employment
growth is annual log-differences of total wage and salary
employment. The panel is also standardized to remove the
excessive heteroskedasticity.

ICp2(k) in levels always selects themaximumnumber of factors.
This result does not change with other kmax. With first-differenced
data, ICp2(k) selects between 3 and 5 factors depending on the
subsample (see Table 1). Note however that applying the ICp2(k)
criterion to the least squares dummy variable (LSDV) filtered panel
yields a factor number estimate of 1. This result holds for both
the full sample and the subsamples. Next, we discuss this filtering
procedure and provide an asymptotic justification for the filter.
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Table 1
Estimated factor number; industry employment growth. Bai–Ng ICp2(k) with
kmax = 5,N = 92, T = 19.

Sample Level First-difference (FD) AR1

1990–2009 5 4 1

Subsample robustness

1992–2009 5 5 1
1990–2007 5 3 1

2. Consistency of filtering procedure

The whitening filter has been used in many areas of economet-
rics. The basic idea is to attenuate the temporal dependence in the
data to make the transformed data closer to white noise. We em-
ploy an autoregressive filtering, and as such wemust first focus on
two preliminary specification issues in order to ensure that the fac-
tor structure is preserved in the transformed data: (i) whether to
perform an individual or a pooled filtering, and (ii) AR lag order.

To address the first issue, consider the transformed data

Zit = Xit −

p
j=1

φijXit−j, Xit = λ′

iFt + eit ,

where the filter φij is permitted to be different for each i. Writing
Zit as

Zit = λ′

i


Ft −

p
j=1

φijFt−j


+


eit −

p
j=1

φijeit−j


,

we see that only when φij = φj (i.e., homogeneous for all i),
are the common factors of ZitFt −

p
j=1 φjFt−j and the dimension

of factors is preserved under the transformation. Without the
homogeneity restriction in the filtering coefficients, the filtered
common component λ′

i(Ft −
p

j=1 φijFt−j) cannot generally be
expressed as a factor structure with the same dimension as Ft .

The second issue is the choice of the lag order p. Conveniently,
an AR(1) fitting (p = 1)

Zit = Xit − φXit−1 = 1Xit + (1 − φ) Xit−1 (2)

is sufficient for consistent factor number estimation for many
common panel processes, as we show below. Of course other
orders p can also be used, but we do not see any particular
advantage in using more lags unless eit is more than once
integrated. Hence we focus only on AR(1) filtering throughout the
paper. Note that φ may not be a ‘‘true’’ AR(1) coefficient and that
Xit − φXit−1 may be dependent over t .

We therefore consider an LSDV estimator, φ̂lsdv , obtained by
regressing Xit on Xit−1 and including individual intercepts. To show
the validity of the AR(1) LSDV filtering, define e∗

it = σ−2
e,T eit and

F∗
t = Σ−1

FF ,T Ft . Note that eit and Ft are divided by their variances
rather than their standard deviations in the definition of e∗

it and
F∗
t , so (NT )−1N

i=1
T

t=1 Ee
∗2
it = σ−2

e,T and T−1T
t=1 F

∗
t F

∗
′

t =

Σ−1
FF ,T . The reason for this normalization is both to ensure that the

variables e∗

it and F∗
t behave regularly when the original processes

eit and Ft are stationary, and to ensure that e∗

it and F∗
t are negligible

when eit and Ft are integrated. Now Zit of (2) can be rewritten as

Zit = λ′

i[1Ft + (1 − φ)ΣFF ,T F∗

t−1] + [1eit + (1 − φ)σ 2
e,T e

∗

it−1],

(3)

so the factors of the transformed series Zit are 1Ft + (1 −

φ)ΣFF ,T F∗

t−1 and the idiosyncratic component is 1eit + (1 −

φ)σ 2
e,T e

∗

it−1. If φ is chosen such that (1 − φ)ΣFF ,T and (1 − φ)σ 2
e,T

are bounded, then these transformed factors and idiosyncratic
components are likely to satisfy Bai and Ng’s (2002) regularity
(called BN-regularity hereafter). For a rigorous treatment along this
line, we make the following assumptions.

Assumption 1. For any constant b1 and b2, {λi}, {1Ft+b1F∗

t−1} and
{1eit + b2e∗

it−1} are BN-regular.

Assumption 2. The common factors Ft and idiosyncratic errors eit
satisfy

1
T

T
t=1

E[Ft−11F ′

t ] = O(1) and

1
NT

N
i=1

T
t=1

E[eit−11eit ] = O(1).

Theorem (Consistency of LSDV Filtering). Given Assumptions 1 and
2, if σ 2

e,T = o(T ) and ΣFF ,T = o(T ), then k̂(φ̂lsdv) →p r, where r is

the true factor number and k̂

φ̂lsdv


is the estimated factor from LSDV

filtering.

Assumptions 1 and 2 are satisfied by a variety of processes in
eit and Ft , including I(1) and square summable I(0), heterogenous,
as well as local asymptotic processes. While first-differencing
(FD) works well when the process is closer to unit root or
even integrated, LSDV filtering typically performs better than
first-differencing if the process does not exhibit strong serial
correlation. In practice, the strength of the dependence is
unknown, so it will be useful to provide a method which combines
the two filtering methods and which is at least as good as the two
filtering methods separately.

A simple way to enhance the small-sample performance is
to choose the minimum factor number estimate from the first-
differencing and the LSDV filtering, i.e.,

k̂min = min

k̂(1), k̂(φ̂lsdv)


. (4)

This ‘‘minimum rule’’ is justified by the fact that serial correlation
usually causes overestimation rather than underestimation of the
factor number.

The method can also be applied to the restricted dynamic
models based on Ft =

p
j=1 ΠjFt−j + Gηt , where ηt is q × 1 and

G is r × qwith full column rank (Amengual andWatson, 2007; Bai
and Ng, 2007). For this model, filtering the data using the methods
suggested above preserves the dimensions of both the static and
dynamic factors, because

Ft − φFt−1 =

p
j=1

Πj(Ft−j − φFt−j−1) + G(ηt − φηt−1),

where the transformed static factors Ft − φFt−1 are still r × 1 and
the transformed primitive shocks ηt − φηt−1 are still q × 1.

3. Monte Carlo studies

We consider the following data-generating process (DGP):

Xit =

r
j=1

λjiFjt + eit , Fjt = θFjt−1 + vjt for j = 1, . . . , r;

eit = ρieit−1 + εit , εit =

J
k=−J,k≠0

βui−k,t + uit for J = ⌊N1/3
⌋,

where ⌊·⌋ denotes the largest integer not exceeding the argu-
ment. Note that eit can exhibit cross-sectional and time-series
dependence through β and ρi, respectively. We draw uit ∼

N(0, s2i ), vjt ∼ N (0, 1), and λji ∼ N

0, r−1/2


. We set r =

2. We consider the ICp2(k) criterion only because it uses the
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