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An algorithm for robust fitting of AR models is given, based on a linear regression idea. The new method
appears to outperform the Yule–Walker estimator in a setting of data contaminated with outliers.
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1. Introduction

Consider dataX1,…,Xn arising as a stretchof a second-order stationary
time series Xt ; taZf g with autocovariance sequence γk=Cov(Xt, Xt+k).
We will assume that EXt=0 which, from a practical point of view, means
that the data have been de-trended. An autoregressive model of order p,
i.e., an AR(p), is defined by the following recursion:

Xt =ϕ1Xt−1 + N +ϕpXt−p + Zt ; for all taZ; ð1Þ

where Zt is a second-order stationary white noise with EZt=0 and
EZt

2=σ 2. We will assume the above AR(p) model is causal, i.e., that for
any kN0, Zt + k is uncorrelated to {Xt−s, s≥0}; see Brockwell and Davis
(1991). Multiplying both sides of (1) by Xt−k and taking expectations,
we derive:

γk =ϕ1γk−1 + N +ϕpγk−p + σ
2δk; for all kz0 ð2Þ

where δk=0 for k≠0 but δ0=1.
Plugging the sample autocovariance γ̂k = n

−1∑n−jkj
i = 1 XtXt + jkj in place

of the true γk in Eq. (2) for k=0,1,…,p, the well-known Yule–Walker
(YW) equations are derived:

γ̂k =ϕ1γ̂k−1 + N +ϕpγ̂k−p + σ
2δk; for k = 0; N ; p: ð3Þ

whose unique solution ϕ̂1; N ;ϕ̂p and σ̂ 2 forms the well-known YW
estimator that is asymptotically efficient in the context of a Gaussian
AR series. Nevertheless, the YW estimator loses its asymptotic effi-

ciency under a non-Gaussian distributional assumption; see e.g. Seng-
upta and Kay (1989).

In what follows, we describe a simple estimation algorithm for AR
model fitting; it is not a fast algorithm but it is promising in improving
the finite-sample accuracy of the YW estimators when outliers are
present. The new algorithm exemplifies robustness against outliers,
and in particular against clusters of (two or more) outliers.

2. Motivation of the new algorithm

In what follows, the focus is on fitting an AR(p) model; for con-
creteness, the order p is assumed known. Let

―
ϕ p = ϕ1; N ;ϕpÞ0

�
,
―
γ k =

γ1; N ;γkð Þ0, and
―
γ̂ k = γ̂1; N ;γ̂k

� �
′. Recall that the YW estimator of

―
ϕ p and σ 2 is a (linear) function of γ̂0, γ̂1,…,γ̂p; it is asymptotically
efficient if the series is Gaussian AR(p) in which case (γ̂0,γ̂1,…,γ̂p) is
(approximately) a sufficient statistic for

―
ϕ p and σ 2. Therefore, in the

Gaussian case, one is justified to just look at functions of (γ̂0, γ̂1,…,γ̂p).
Nevertheless, (γ̂0, γ̂1,…,γ̂p) is not necessarily sufficient without

Gaussianity. It seems natural that in the context of second-order
stationarity, a general estimator of

―
ϕ p and σ 2 would be a function of

all the second-order information available, i.e., (γ̂0, γ̂1,…,γ̂n−1) Since
γ̂k is unreliable for large k, i.e., when n−k is small, it makes sense to
base our estimator on γ̂0,γ̂1,…,γ̂p′ where p′ is potentially large as
compared to p, but small as compared to n; in particular, we require
that n−p′ is large, i.e., that

pV p′V cn for some ca 0;1ð Þ: ð4Þ

Asymptotically, any value of c ∈ (0,1) guarantees that n−cn→∞
when n→∞ but for practical sample sizes of the order of 100 or 1000 a
reasonable choice for c must be small, say in the interval [0.1, 0.2], for
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n−cn to be large. An easy way to satisfy (4) is to let p′=max(p, |cn|)
with c as above.

As Eq. (2) implies the YW Eq. (3) by plugging in γ̂k for γk, the same
Eq. (2) also implies the ‘Extended’ Yule–Walker (EYW) equations:

γ̂k =ϕ1γ̂k−1 + N +ϕpγ̂k−p + σ
2δk; for k = 0; N ; p′: ð5Þ

3. The notion of robustness

It is desirable to have estimators that are robust to ‘outliers’, i.e.,
data points whose value is extreme compared to the bulk of the data.
Outliers are generally due either to contaminated/corrupted data, or
to heavy-tailed error distributions. For discussion on robustness see
Franke et al. (1984), and Hampel et al. (1986).

To give an example, consider theGaussian AR(1)modelXt=ϕ1Xt−1+Zt
with Zt i.i.d. N(0,1). Suppose n=200, and that the 100th observation
has been corrupted by an outlier resulting into X100=B. All γ̂k are
subsequently corrupted; instead of the usual γ̂k = γk +OP 1=

ffiffiffi
n

p� �
we

now have γ̂k = γk +OP 1=
ffiffiffi
n

p� �
+O B=nð Þ. The situation is further

aggravated if a second outlier is found close to the first one, say
at the 101st observation. So assume X101 is of the order of
magnitude of B (positive or negative); consequently, estimation
of the lag-0 and lag-1 autocovariances is adversely affected more
than the others since γ̂k = γk + OP 1=

ffiffiffi
n

p� �
+O B=nð Þ for kN1, but

γ̂k = γk +OP 1=
ffiffiffi
n

p� �
+O B2=n

� �
for k=0 or 1. Hence, the YW estimator

ϕ̂1 = γ̂1=γ̂0 =ϕ1 +OP 1=
ffiffiffi
n

p� �
+O B2=n

� �
.

Fig. 1 shows a plot of a Gaussian AR(1) series with ϕ1=1/2, and
n=200. The corrupted values are X100=5 and X101=−5. The estimated

Fig. 1. Plot of Gaussian AR(1) series X1,…, X200.

Fig. 2. Scatterplot of γ̂k vs. γ̂k−1 for k=1,…, p′ with p′=20 and LS line superimposed.
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