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a b s t r a c t

With the increase of data resolution and the increasing application of USLE over large areas, the existing
serial implementation of algorithms for computing the LS factor is becoming a bottleneck. In this paper, a
parallel processing model based on message passing interface (MPI) is presented for the calculation of
the LS factor, so that massive datasets at a regional scale can be processed efficiently. The parallel model
contains algorithms for calculating flow direction, flow accumulation, drainage network, slope, slope
length and the LS factor. According to the existence of data dependence, the algorithms are divided into
local algorithms and global algorithms. Parallel strategy are designed according to the algorithm char-
acters including the decomposition method for maintaining the integrity of the results, optimized
workflow for reducing the time taken for exporting the unnecessary intermediate data and a buffer–
communication–computation strategy for improving the communication efficiency. Experiments on a
multi-node system show that the proposed parallel model allows efficient calculation of the LS factor at a
regional scale with a massive dataset.

& 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Among the factors in the Universal Soil Loss Equation (USLE)
(Wischmeier and Smith, 1978) and the revised USLE (RUSLE)
(Renard et al., 1997), the extraction of the LS factor, which reflects
the influence of terrain on soil erosion, is a key issue in the ap-
plications of these models (Kinnell, 2010). The LS factor contains
two parts: the slope length factor (L) and the slope factor (S). It is
widely believed that slope length is the more problematic part.
The development of GIS allows for automatic extraction of slope
length from high resolution DEMs, thus an inefficient manual
process is avoided. In general, there are three kinds of extraction
methods: unit stream power methods (Moore and Burch, 1986;
Mitasova, 1996), contributing area methods (Moore and Wilson,
1992; Desmet and Govers, 1996) and grid-based methods (Hickey,
1994, 2000). In recent years, researches have primarily adopted
grid-based methods, which overcome the limitation of the former

two methods in predicting soil deposition on topographically
driven zones (Winchell et al., 2008).

In the grid-based method proposed by Hickey et al. (1994), slope
length is calculated from the high points along the direction with
maximum downhill slope angle at the same time that converging
flows and deposition areas are taken into consideration. Based on the
work of Van Remortel et al. (2001, 2004), Zhang et al. (2013) proposed
a definition of distributed watershed erosion slope length (DWESL)
with the following two improvements: (1) for the runoff node, the
slope length equals to the total lengths of all the surrounding cells
flowing into it, instead of just considering the longest value; and
(2) the slope length calculation must stop at a channel. The experi-
ments showed that the results got by DWESL method were more si-
milar to the manual method than those by existing algorithms.

In many studies, USLE/RUSLE has been employed for the
quantitative assessment of soil erosion at large watersheds or even
on a regional scale (Yang et al., 2003; Fu et al., 2005). At the same
time, the development of acquisition method for spatial data
means that the geospatial dataset size is increasing at an ex-
ponential rate (Cheng et al., 2013) and high resolution DEM data
for large regions are becoming more available. As a result, the
computational time increases significantly and to the level be-
coming a bottleneck for applying these models over large areas
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(Jiang et al., 2013). It is limited by computer storage and calcula-
tion ability that traditional serial processing cannot meet user
demand due to the long response time. Currently, two methods
are adopted for LS factor calculation on regional scale. One method
employs a set of prediction rules to generate LS factor based on a
number of attributers which control the landform types such as
materials, climate and regional geomorphology (Lu et al., 2003).
Another extracts the topographic index based on low resolution
DEMs, and then gets available values via a scale transformation
(Cheng et al., 2009). However, both methods could only be re-
garded as an expedient measure, the fast and accurate calculation
of LS factor on regional scale is yet to be developed.

Developments in computer technology have improved com-
putation ability by using parallel processing. Recently, parallel
technology has been widely used in digital terrain analysis, such as
parallel drainage extraction (Gong and Xie, 2009; Qin and Zhan,
2012), parallel visibility analysis (Kidner et al., 1997; Wang et al.,
2015), and parallel hydrological analysis (Tesfa et al., 2011; Wu
et al., 2013; Liu et al., 2013). In order to make the parallel pro-
gramming become easy, some raster-based programming libraries
are proposed such as Parallel Raster Processing Programming Li-
brary (pRPL) (Guan and Clarke, 2010) and Parallel Raster-based
Geocomputation Operators (PaRGO) (Qin et al., 2014). Among the
existing literatures, Message Passing Interface (MPI) is widely used
to parallelize algorithms for its adaptable to various parallel
computing environments and the rich programming interfaces
(Cheng et al., 2013). Compared with the serial algorithms, the MPI
parallel algorithms can achieve a huge improvement in processing
time (Jiang et al., 2013). There is, however, little published research
on the LS factor calculation using parallel computing.

The aim of this paper is to propose a parallel approach that can
be applied on a regional scale calculation of the LS factor. The
structure of this paper is as follows. Section 2 details each algo-
rithm for the LS factor calculation. Section 3 introduces the parallel
approach. According to the algorithm characters, two parallel
strategies have been designed for both local algorithms and global
algorithms. Section 4 discusses the effectiveness of the parallel
algorithms, and finally, the concluding remarks are given in Sec-
tion 5.

2. Serial LS factor calculation algorithm

2.1. Overview of the LS factor algorithms

The LS factor can be obtained according to the following ex-
pressions (McCool et al., 1989; Liu et al., 2000):
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where l is the slope length, m is a variable length-slope ex-
ponent, β is the ratio between rill erosion and interrill erosion,

θ is the angle of the slope, S is the slope factor and L is the slope
length factor.

In the calculation of LS factor, the slope algorithm is relatively
simple, while the slope length algorithm is more complicated. In
this paper, the DWESL method proposed by Zhang et al. (2013) is
used and its formula is as follows:
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where k is the code of the surrounding cells at coordinates (x, y),
and λx,y is the slope length of each cell.

According to Eq. (6), for the cells where convergent flow occurs,
the slope length of the center cell should equal to the sum value of
the slope length of the surrounding cells that flow into it, which
shows the particularity between DWESL and the other grid-based
approaches. As shown in Fig. 1, point A is the convergent point of
flow AC and BC. The slope length of A takes the sum value of
projection length A′B′ and A′C′ instead of using the longest length.
In addition, two cutoff factors are considered in DWESL. One is
slope cutoff factor, such as Point D, where slope becomes gentle
and deposition happens. In this case, the calculation of slope
length should be restarted. The other one is the channel network
cutoff factor. At Point F, where channel network occurs, the slope
length should be set to a constant, generally zero.

2.2. Algorithm flow

The algorithm flow is based on the definition above and con-
tains the six steps shown in Fig. 2. The input DEM data need to be
preprocessed before the calculation in order to fill surface de-
pressions and remove flat areas. In this paper, the preprocessed
processing has been implemented using TauDEM software (Wallis
et al., 2009).

2.3. Flow accumulation calculation

Among the calculation workflow above, the algorithms for flow
accumulation and slope length calculations are more complex due
to their accumulation process. It is obvious that the flow accu-
mulation calculation for each cell depends on its upstream cells. In
other word, to calculate the flow accumulation, the number of all
cells that drain into it directly or indirectly should be figured up
(Wallis et al., 2009). In the process, all cells are actually composed
of two kinds of cells: (1) source cell, located in the peak or ridge or
around the edge of DEM dataset with no cell drain into; and
(2) normal cell, which does not belong to source cells (Fig. 3a). The
serial algorithm for flow accumulation is as follows:

Step 1: Each cell calculates the number of neighbor cells which
flow into it. If the number equals to n, then cell is assigned to –n; if
the number equals to 0, then the cell value is assigned to zero and
it should be pushed onto the stack.

Step 2: Each cell in the stack should be popped off in turn, if its
next cell n in flow direction is less than �1, the value of cell n
pluses one and waits for the next calculation. If its next cell n in
flow direction equals to �1, which means the computational
condition is achieved, cell n is assigned to the sum value of
neighbor cells. Iterating the calculation for each cell from cell n
until the next cell does not equal to �1.

Step 3: As soon as the stack is getting empty, which means all
the cells have been assigned to its flow accumulation value, then
the computation task can be completed.
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