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This paper experimentally explores how compositional grammars in artificial codes emerge 
and are sustained. In a communication game with no conflict of interest, the sender 
sends a message that is an arbitrary string from available symbols with no prior meaning 
to indicate an abstract geometrical figure to the receiver. We find strong evidence from 
the laboratory for the emergence of compositional grammars in the subjects’ common 
codes that facilitate learning efficiency. Moreover, when there is a scarcity of symbols 
in the repertoire, a few groups in our experiments developed languages with positional 
compositionality, meaning the same symbol has different interpretations depending on its 
position in a string, whereas some other groups developed language structures that are not 
compositional but still efficient in communication.

© 2017 Elsevier Inc. All rights reserved.

1. Introduction

The key component of human language that enables us to efficiently transmit potentially complex information is its 
grammar. Despite the diversity in natural languages, economic theorists typically argue that there are common proper-
ties that guide the emergence and development of languages. Rubinstein (1996) is among the first to use the economic 
approach to derive linguistic properties. Rubinstein (2000) asserts that language is a mechanism of communication, and 
because economic theory analyzes the design of social systems, it must be relevant to linguistic issues as well. As tools 
of communication, languages arguably possess certain common properties that maximize efficiency in communication.1 Al-
though the theoretical advancement in this line of research has been well documented, the empirical test of the claimed 
commonality of linguistic properties is still in its infancy.
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In this paper, we explore, on an experimental basis, how the grammar-like structure of language emerges and present 
evidence from the laboratory. We focus on the emergence of a linguistic property called compositionality (Frege, 1882), 
which appears to be universal in natural languages. The compositionality of languages suggests that, as strings of symbols, 
messages should be decomposable into coordinate functions whose domains are the factors of the state space.2 The con-
sideration of compositionality is associated with the notion of learning efficiency, which implies that available symbols are 
used such that individuals are able to learn the language efficiently, i.e., from a minimal number of observations. Blume
(2005) shows that compositional languages are efficient in learning.3

We study how compositionality arises to facilitate communication efficiency in the following simple environment. Two 
players, a sender and a receiver, play a communication game with no conflict of interest. The sender, who is privately 
informed about the underlying state of nature, sends a message to the uninformed receiver, who then identifies the realized 
state. If, and only if, the receiver correctly identifies the state, both receive a positive payoff. The messages are strings of 
symbols with arbitrary lengths, where the available symbols have no a priori meaning.

In our laboratory implementation, we considered a state space with a 3 × 2 × 3 product structure. We used abstract 
geometrical figures to denote the states of nature and allowed individuals to communicate using abstract symbols with no 
prior meaning to minimize the impact of any existing communication convention among the participants. Specifically, we 
used shapes such as ©, � and � to denote objects and used vertical and horizontal orderings of the shapes to denote the 
spatial relations between objects.4 The number of available symbols in a message string was our main treatment variable. 
In our first set of treatments, senders were allowed to send a message consisting of a string with arbitrary length from five 
available symbols !, @, #, $ and %. In our second set of treatments, there were three available symbols !, $ and % only.5

With the above symbols, however, there may be focal associations between certain symbols and certain shapes, e.g., @ 
may be focal to be used to represent ©. These focal associations may affect the speed of learning. To address this issue, we 
designed robustness treatments in which the sender’s message was privately translated into a message with English letters, 
following some randomly determined rule, before being sent to the receiver. This privatized translation of message protocol 
is initially developed by Blume et al. (1998) to remove all conceivable language conventions that may be shared among 
players.

We obtained strong evidence for the emergence of compositional grammars. Most groups in our first set of treatments 
(with five symbols) and more than half of the groups in our second set of treatments (with three symbols) developed com-
positional languages. We also observed that some symbols were never used in some groups because compositionality saved 
the use of additional symbols even if using them is costless. Interestingly, three groups in the second set of treatments 
developed languages with the property of “positional” compositionality, meaning that the same symbol has different inter-
pretations depending on its position in a string. More importantly, compositionality indeed facilitated learning efficiency. 
Most groups learned the entire language based on a few observations in the beginning rounds. That is, participants were 
indeed able to rely on the structure of language to successfully communicate states they have not previously communicated. 
Moreover, the groups that did not develop compositional languages in the second set of treatments developed certain lan-
guage structures as well that also facilitate communication. We found that most of our qualitative findings are robust to the 
introduction of the privatized translation of message.

The paper is organized as follows. The rest of this section reviews the related literature on language and economics. 
In Section 2, we discuss preliminaries that define the compositionality of languages and link it to the notion of learning 
efficiency. Section 3 introduces the experimental design and procedure. Experimental results are reported in Section 4. 
Concluding remarks are presented in the last section.

1.1. Related literature

There is a small but growing literature in experimental economics on the emergence and evolution of language. Among 
others, the studies by Blume et al. (1998) and Selten and Warglien (2007) are most closely related to ours.6

Blume et al. (1998) experimentally explore the endogenous emergence of meanings in various sender–receiver games 
with two types considered by Lewis (1969). The authors are pioneers in providing a fully controlled laboratory environment 

2 This is the definition of compositionality considered in the economics literature (refer to, e.g., Blume, 2005; Selten and Warglien, 2007). We discuss 
broader definitions of compositionality available in the linguistics literature in Footnote 12 and their implications for our experimental results in Foot-
note 27.

3 Blume (2000) shows that grammatical structures facilitate coordination and learning in an environment in which novel meanings should be expressed. 
In philosophy and psychological linguistics, Franke (2014, 2016) and Steinert-Threlkeld (2016) consider the simple sender–receiver games proposed by 
Lewis (1969) to theoretically show that the compositionality of languages can emerge for unsophisticated agents from a variant of reinforcement learning.

4 In our experiment, we focused only on spatial relations, although in principle, relations can be more broadly demonstrated. Similarly, Kirby et al.
(2008) introduce a variety of spatial relations and motions and study the origins of structure in human language. To study the non-intentional evolution 
of language structure, the authors focus on transmission errors in an iterated learning process via a diffusion chain, a standard methodology for studying 
information and culture transmission in experimental psychology.

5 Due to technical difficulties, we were only able to implement arbitrary strings from the available symbols with any length of up to 20 characters in the 
laboratory. However, we argue that a length of up to 20 characters is sufficiently long because the number of states in our treatments was 18.

6 See also Weber and Camerer (2003) on the emergence of a common code based on natural language in the context of organizational culture and 
mergers.
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