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Abstract—In this paper, a neural-network-based dynamic
surface control method is developed for a class of non-strict-
feedback stochastic nonlinear interconnected systems. Neural-
networks (NNS) combined with adaptive backstepping technique
are applied to model the unknown nonlinear functions of the
stochastic interconnected system. The dynamic surface control
(DSC) method is adopted to ensure the computation burden
is greatly reduced. The proposed controllers guarantee the
closed-loop interconnected stochastic nonlinear system is globally
bounded stable in probability.

I. INTRODUCTION

With the rapid development of science and technology,
stochastic nonlinear interconnected systems have made re-
markable achievements [1]. The interconnected system is a
large-scale system that is made up of correlative and interactive
subsystem, which universally used in practical engineering,
such as networked control systems, chemical systems, power
systems, vehicle control systems, etc. There are many results
on large-scale interconnected systems in the literature, for
instance, the decentralized stabilization problem of linear,
time-invariant, large scale interconnected systems was studied
in [2], the problem of integrated fault estimation and fault-
tolerant control for interconnected linear systems with uncer-
tain nonlinear interactions subject to unknown bounded sensor
faults [3] was addressed.

On the other side, adaptive backstepping control technology
plays a very important role in the nonlinear control systems.
The design method can effectively solve the problem of stabi-
lization and tracking control for nonlinear systems with lower
triangular form [4–7]. Furthermore, from the fact that neural
network (NN) has a strong approximation ability [8, 9], it can
be used to solve the control problem for a large number of
classes of the nonlinear systems (contain completely unknown
functions) under the design framework of backsteping.

For the design of nonlinear non-strict-feedback system is
still an open research topic, this paper studies the adaptive
neural control problem for a class of uncertain non-strict-
feedback stochastic nonlinear interconnected systems by used
neural network, backsteping, and dynamic surface control
(DSC) technique. First, the observer will be introduced to
estimate the unavailable states. Then, based on lyapunov
function and the backstepping method, the controller combined

with the adaptive law is designed such that all the signal in
the closed-loop system are semi-globally uniformly ultimately
bounded in mean square.

II. PROBLEM FORMULATION AND OBSERVER DESIGN

Consider a class of non-strict-feedback stochastic intercon-
nection systems as follow:

dξi,1 =(ξi,2 + fi,1 (ξi) + li,1(η)) dt+ jTi,1 (ηi) dwi,

dξi,ni−1 =(ξi,ni + fi,ni−1 (ξi) + li,ni−1(η)) dt

+ jTi,ni−1 (ηi) dωi,

dξi,ni =(ui + fi,ni (ξi) + li,ni(η)) dt+ jTi,ni
(ηi) dωi,

ηi =ξi,1, (1)

where ξi = [ξi,1, ξi,2, · · · , ξi,ni ]
T ∈ Rni , ui ∈ R and ηi ∈ R

are the state variable, the system input and the output of
the i-th subsystem, respectively; fi,y (·) : Rn → R and
ji,y (·) : Ri → Rr are unknown smooth nonlinear functions
with fi,y (0) = 0 and jTi,y (0) = 0; li,y(η) are the intercon-
nected terms, for any i = 1, 2, · · · , N, y = 1, 2, · · · , ni − 1;
ωi denotes an independent r-dimensional standard Wiener
process.

Assumption 1.1: For 1 ≤ i ≤ N , 1 ≤ y ≤ ni, there
is a positive unknown constant mi,y , such that |li,y (η)| ≤

mi,y

N∑
s=1

ϕiys (|ηs|).

Assumption 1.2: For the function fi,1 (·), there ex-
ists an unknown constant R0, such that the inequality∣∣∣fi,1 (ξ̄i)− fi,1

(
ˆ̄ξi

)∣∣∣ 6 R0

∥∥∥ξ̄i − ˆ̄ξi

∥∥∥ holds for ∀ξ̄i, ˆ̄ξi ∈ Rn.
Assumption 1.3: There exists a class - κ∞ function S (·) ∈

C2 (R+), such that |fi,1 (ξi)| 6 S (∥ξi∥).
Assumption 1.4: For ∀Xi ∈ ΩXi , there exists an ideal

constant weigh vector ϑ∗ such that ∥ϑ∗∥∞ 6 ιmax and
|κ| 6 κmax with bounds ιmax > 0 and κmax > 0. Form
the relevant literature [10], we can obtain

ϑ∗TS (Xi) + κ 6
∣∣ϑ∗TS (Xi)

∣∣+ |κ|

6
r∑

m=1

|sm (Xi)|ιmax + κmax 6 eφ (Xi) , (2)
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where φ (Xi) =
√
(r + 1) (

∑r
m=1 s

2
m (Xi) + 1) and e =

max {κmax, ιmax}. In order to estimate the state of the system
(1), the following observer is proposed:

˙̂
ξi,y = ξ̂i,y+1 − γi,y ξ̂i,1, y = 1, ..., ni − 1,

˙̂
ξi,ni = ui − γi,ni ξ̂i,1, (3)

where γi,yξi are constant design parameters and the initial
condition is given as ξ̂i,y (0) = ξ̂iy0. Define ξ̂ =

[
ξ̂1, ..., ξ̂n

]
,

and let ξ̃i = ξi− ξ̂i be the observer error, and define ξ̂i,ni+1
=

ui and ξ̃i,ni+1 = 0. From (1) and (3), we rewrite the observer
error dynamics of ξ̃i in a compact form as

dξ̃i =
(
Biξ̃i + Fi (ξi) +Hiξ1 + Li(η)

)
dt+ Jidωi, (4)

where Fi (ξi) = [fi,1, fi,2, ..., fi,ni ]
T
, Li =

[li,1, li,2, ..., li,ni
]
T , Ji = [ji,1, ji,2, ..., ji,ni

]
T , Hi =

[hi,1, hi,2, ..., hi,ni ]
T and Bi =

 −hi,1
... Ii,ni−1

−hi,ni0 · · · 0

 and

hi,1, . . . , hi,ni is to be designed such that Bi is asymptotically
stable. That is to say, there exist symmetric positive definite
matrices Ci and Q satisfying BT

i Ci + CiBi = −Q.

III. ADAPTIVE DSC DESIGN AND STABILITY ANALYSIS

A. Observer-based adaptive DSC design

The whole system formed by the system (1) and the
observer (3) can be written as follows

dξ̃i =
(
Biξ̃i + Fi (ξi) +Hiξi,1 + Li(η)

)
dt+ Jidωi,

dηi =
(
ξ̂i,2 + ξ̂i,2 + fi,1 (ξi) + li,1(η)

)
dt+ jTi,1 (ηi) dωi,

˙̂
ξi,2 = ξ̂i,y+1 − hi,y ξ̂i,1, y = 2, ..., ni − 1,

˙̂
ξi,ni

= ui − hi,ni ξ̂i,1. (5)

Furthermore, we defined an unknown constant as vi =
max {ei,y, y = 0, 1, 2, ..., ni}. For starting the control design
procedure, we let ei,y being specified later, v̂i express the
estimate of vi, and ṽi express the estimate error between v̂i
and vi, namely ṽi = vi - v̂i.

The coordinate transformations used in this paper can be
written as follows:

zi,1 = ηi, zi,y = ξ̂i,y − αiy−1f , (6)

where αiy−1f is the output of a first-order filter with the virtual
control function αi,y−1 will be presented later. The boundary
layer error σi,y is defined as σi,y = αiy−1f − αiy−1.

Theorem 3.1: Consider the interconnected non-linear sys-
tem (1) with observer (3), the feasible adaptive neural DSC
method is proposed as

αi,y = −ϖi,yzi,y − v̂iφi,y (Xi,y) tanh
z3i,yφi,y (Xi,y)

qi,y
,

1 6 y 6 ni−1,

ui = −ϖi,nizi,ni − v̂iφi,ni (Xi,ni) tanh
z3i,ni

φi,ni (Xi,ni)

qi,ni

,

˙̂vi = λ

(
ni∑
y=1

z3i,yφi,y (Xi,y) tanh
z3i,yφi,y (Xi,y)

qi,y
− δv̂i

)
,

where φi,y (Xi,y) =
√
(ri + 1) (

∑ri
m=1 s

2
im (Xi,y) + 1),

Xi,1 = [ηi, v̂i]
T , Xi,y =

[
ηi,

¯̂
ξi,y, σ̄i,y, v̂i

]T
with ¯̂

ξi,y =[
ξ̂i,1, . . . , ξ̂i,y

]T
and σ̄i,y = [σi,2, . . . , σi,ni ]

T for y =

2, . . . , ni, in addition, ϖi,y, qi,y, λ, and δ are positive design
parameters for y = 1, . . . , ni.

Lemma 3.1: Let Ξ̂i =
[
ηi, ξ̂i,2, . . . , ξ̂i,ni

]T
,

Xi = [ηi, zi,2, . . . , zi,ni , σi,2, . . . , σi,ni , v̂i]
T , z =

[zi,1, zi,2, . . . , zi,ni ]
T and ᾱ = [0, αi1f , . . . , αini−1f ]

T , then
there exist a positive constant c, satisfying

∥∥∥Ξ̂i

∥∥∥ 6 c ∥Xi∥.
Proof: The proof of the lemma can be found in the literature

[10].
Step i, 0: Define Lyapunov function as Vi,0 = τ

2

(
ξ̃Ti Ciξ̃i

)2
,

where τ being a positive parameter. Then, we can obtain

LVi,0 =τ
(
ξ̃Ti Ciξ̃i

)
ξ̃Ti
(
BT

i Ci + CiBi

)
ξ̃i

+ 2τ
(
ξ̃Ti Ciξ̃i

)
ξ̃Ti CiFi (ξi)

+ 2τ
(
ξ̃Ti Ciξ̃i

)
ξ̃Ti Ci (Hiξi,1)

+ 2τ
(
ξ̃Ti Ciξ̃i

)
ξ̃Ti l(η)

+ 2τTr
{
JT
i

(
2Ciξ̃iξ̃

T
i Ci + ξ̃Ti Ciξ̃iCi

)
Ji

}
. (7)

Then, by using the Young′s inequality, we have

2τ
(
ξ̃Ti Ciξ̃i

)
ξ̃Ti CiFi (ξi) 6 2τ

∥∥∥ξ̃i∥∥∥3∥Ci∥2 ∥Fi (ξi)∥

6 3

2
τd

4
3
0 ∥Ci∥

8
3

∥∥∥ξ̃i∥∥∥4 + 1

2d40
τ∥Fi (ξi)∥4, (8)

2τ
(
ξ̃Ti Ciξ̃i

)
ξ̃Ti CiHiξi,1 = 2τ

(
ξ̃Ti Ciξ̃i

)
ξ̃Ti CiHiηi

6 3

2
τd

4
3
1 ∥Ci∥

8
3

∥∥∥ξ̃i∥∥∥4 + 1

2d41
τ∥Hi∥4η4i . (9)

Based on Assumption 1.1, we can further obtain

2τ
(
ξ̃Ti Ciξ̃i

)
ξ̃Ti Cili (ηi)

6 τ

2

ni∑
y=1

N∑
s=1

ϕ4iys (|ηs|) +
3τniN

2
m

4
3
i,y∥Ci∥

8
3

∥∥∥ξ̃i∥∥∥4, (10)

τ

2

ni∑
y=1

N∑
s=1

ϕ4iys (|ηs|) 6
ni∑
y=1

N∑
s=1

µiysη
4
s+

ni∑
y=1

N∑
s=1

4τϕ4
iys

(0)

2τTr
{
JT
i

(
2Ciξ̃iξ̃

T
i Ci + ξ̃Ti Ciξ̃iCi

)
Ji

}
6 3τn

√
nd2∥Ci∥4

∥∥∥ξ̃i∥∥∥ 4 +
3τn2

√
n

d2

n∑
l=1

∥∥ji,l (ξ̄i)∥∥4, (11)
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