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a b s t r a c t

This paper considers coordinated scheduling on parallel identical machines with batch delivery. Jobs are
first processed on m parallel and identical machines in the manufacturing facility and then delivered to
the customer in batches. There are v identical transporters that can carry up to c jobs in one shipment.
The objective is to minimize the sum of job arrival times. We show that the problem is NP-hard in the
strong sense if m is part of the input. Besides, we propose the first approximation algorithm for the
problem and prove that the worst case ratio of the algorithm is 2�1=m for any m.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

The classical scheduling problems usually assume that either
there is an infinite number of transporters for delivering jobs or the
transportation between the facility and the customers can be done
instantaneously. As a result, the machine scheduling and the job
delivery are separately and sequentially considered without effec-
tive coordination between the two. However, in most manufactur-
ing and distribution systems, these assumptions seem too ideal and
making two decisions separately without coordination will not
necessarily yield a global optimal solution. Coordination between
machine scheduling and job delivery becomes more practical.

In the last decade, the coordination of scheduling and transporta-
tion has become one of the most important topics in production and
operations management research. Lee and Chen (2001) consider two
types of transportation. The first type is intermediate transportation
in a flow shop where jobs are transported from one machine to
another for further processing. The second type is the transportation
necessary to deliver finished jobs to the customer. An extended
model in which each job occupies a different amount of storage
space in the transporter is introduced by Chang and Lee (2004). For
both single machine and two-parallel machine scheduling problems,
approximation algorithms are presented. He et al. (2006), Zhong
et al. (2007) and Su et al. (2009) revisit the problem of Chang and Lee
(2004) and get improved algorithms.

There are also researchers considering the delivery cost of batches.
Wang and Cheng (2000) study a parallel machine scheduling with
batch delivery, in which they show that the problem to minimize the
sum of job arrival times and delivery cost is NP-hard in the ordinary
sense even when only two machines are available and NP-hard in the
strong sense when the number of machines is part of the input. Hall
and Potts (2003) consider a variety of single machine scheduling
problems with the objective of minimizing the overall scheduling and
delivery cost. Complexity results and dynamical programming algo-
rithms are given. Note in their model, it is assumed that there are
always transporters available for delivering. In Hall and Potts (2005),
Hall and Potts analyze the complexity for many different objectives on
single or parallel machine scheduling with batch delivery. For other
researches, we refer to Chen (1996), Yuan (1996), Ji et al. (2007), Gong
and Tang (2008), and Selvarajah and Zhang (2014).

In this paper, we investigate the problem of coordinated schedul-
ing on parallel identical machines with batch delivery. We are given a
set of n jobs J1; J2;…; Jn in the manufacturing facility which should be
non-preemptively processed by m parallel and identical machines.
Finished jobs must be delivered to the warehouse or the customer in
batches, where a batch is defined as the jobs delivered in one
shipment. There are v identical transporters located at the manu-
facturing facility initially. Each transporter can carry up to c jobs in
one shipment. The transportation time from the manufacturing
facility to the customer is t1 and that from the customer to the
manufacturing facility is t2. We suppose that the transportation time
is independent of the jobs being delivered. Let pj be the processing
time of job Jj and Dj be its arrival time, i.e, the time when Jj arrives at
the customer. We study the problem of minimizing the sum of job
arrival times. According to Lee and Chen (2001), this problem is
denoted by Pm-DjvZ1; cZ1j∑Dj. If only one transporter is avail-
able, i.e, v¼1, Lee and Chen (2001) have shown the problem when
m¼2 is NP-hard in the ordinary sense, we prove that it is strongly
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NP-hard if the number of machines is part of the input. In addition,
we propose the first approximation algorithm for the general
problem Pm-DjvZ1; cZ1j∑Dj, which has a worst case ratio of
2�1=m for any m.

The paper is organized as follows. In Section 2 we give some
preliminaries and useful lemmas. Section 3 studies the complexity
of the problem. In Section 4, we propose the SPT-DP algorithm to
solve the problem. Finally, some conclusions are made in Section 5.

2. Preliminaries

Although the problem considered in this paper is different from
that in Hall and Potts (2005), some properties can be found in the
same way.

Lemma 2.1 (Hall and Potts, 2005). For problem Pm-DjvZ1;
cZ1j∑Dj, there exists an optimal solution in which: (1) jobs are
scheduled without idle times between each other; (2) all deliveries
are made either at job completion times or immediately the trans-
porter becomes available.

Lemma 2.2 (Lee and Chen, 2001). For problem Pm-DjvZ1;
cZ1j∑Dj, there exists an optimal solution in which: (1) each delivery
batch contains consecutively completed jobs; (2) earlier completed
jobs are delivered no later than those completed later.

Since both scheduling and delivery are involved in our pro-
blem, we may make two types of decisions in an algorithm: one
about the scheduling and the other about the delivery policy. For
the scheduling part, a feasible schedule of jobs will be given to
assign each job to a machine without preemption. For the delivery
part, we make a batching and delivery policy for jobs, which
means, by Lemmas 2.1 and 2.2, that we should decide the number
of jobs of each batch.

Let π and πn be a feasible solution and an optimal solution
respectively, we will use the following notations and definitions
frequently in the reminder of this paper.

kπ (kn) The total number of batches that πðπnÞ used.
Bπi ðBn

i Þ The i-th delivered batch in πðπnÞ.
nπi ðnn

i Þ The number of jobs delivered up to the i-th
batch, clearly nπkπ ¼ nn

kn
¼ n.

Cπj ðCn

j Þ The completion time of job Jj in the
manufacturing facility.

Cπ½j� ðCn

½j�Þ The completion time of the j-th completed
job in the manufacturing facility.

Dπ
j ðDn

j Þ The arrival time of Jj, i.e., the time when Jj
arrives at the customer.

DπðiÞ ðDnðiÞÞ The arrival time of jobs in the i-th batch.

Clearly if we let nπ0 ¼ nn

0 ¼ 0, then the total number of jobs in
the i-th batch is exactly nπi �nπi�1 ðnn

i �nn

i�1Þ. Accordingly, the

objective values of π and πn can be calculated, i.e., ∑n
j ¼ 1D

π
j ¼

∑kπ
i ¼ 1ðnπi �nπi�1ÞDπðiÞ and ∑n

j ¼ 1D
n

j ¼∑kn
i ¼ 1ðnn

i �nn

i�1Þ DnðiÞ. Since it

is clear that Dπ
j ZCπj þt1 ðDn

j ZCn

j þt1Þ and DπðiÞZ Cπ½nπi � þt1, the

following lemma can be obtained easily.

Lemma 2.3. For any solution π to the problem
Pm-DjvZ1; cZ1j∑Dj,

(1) ∑n
j ¼ 1D

π
j ¼∑kπ

i ¼ 1ðnπi �nπi�1ÞDπðiÞZmaxf∑n
j ¼ 1C

π
j þnt1;

∑kπ
i ¼ 1ðnπi �nπi�1Þ½Cπ½nπi � þt1�g ;

(2) If v¼1, then DπðiÞZDπði�1Þþðt1þt2ÞZDπð1Þþði�1Þðt1þt2Þ
and hence ∑n

j ¼ 1D
π
j ¼∑kπ

i ¼ 1ðnπi �nπi�1ÞDπðiÞZ∑kπ
i ¼ 1ðnπi �nπi�1Þ

½Dπð1Þþði�1Þ ðt1þt2Þ�, where the equality holds only when
batches are delivered consecutively, i.e., each batch can be
delivered immediately after it gets ready.

Usually, the quality of an approximation algorithm (denoted by H)
is measured by theworst-case ratio of the algorithm, which is defined
as the smallest number ρ such that FHrρFn for all instances, where
FH and Fn denote the objectives of solution produced by H and the
optimal algorithm, respectively.

3. Complexity of problem Pm-Djv¼ 1; cZ1j∑Dj

In this section, we study the complexity of problem
Pm-Djv¼ 1; cZ1j∑Dj. The main result is as follows.

Theorem 3.1. The problem Pm-Djv¼ 1; cZ1j∑Dj is NP-hard in the
strong sense for any cZ1 even when t1 ¼ t2, if the number of
machines is part of the input.

We prove this by a reduction from the problem 3PP, which is
known to be strongly NP-complete.

3-partition problem (3PP in short): Given 3u items,
A¼ f1;2;…;3ug, each item jAA has a positive integer size aj
satisfying B=4oajoB=2 and ∑3u

j ¼ 1aj ¼ uB for some integer B and

u, the problem asks whether there exist u disjoint subsets
A1;A2;…;Au of A such that each subset contains exactly three
items and its total size is equal to B.

Given an instance of 3PP, we construct the following instance of
the scheduling problem.

Number of machines m¼u.
Number of jobs n ¼ 4u.
Capacity of the transporter c, where 1rcrn.
Processing time of jobs pi ¼ ði�1Þð2MþB=3uÞ for 1r iru and

pi ¼ 2uMþai�u for uþ1r ir4u, where M4 8=3
� �

uB is a
constant.

One-way delivery time t1 ¼ t2 ¼MþB=6u. Note we have
2MþB=3u¼ t1þt2.

Let y¼ 8u2ð2MþB=3uÞ be a threshold for the sum of job arrival
times.

Lemma 3.2. If there is a solution to the 3PP instance, then there is a
solution to the scheduling instance with the total arrival time of jobs
no more than y.

Proof. Let Ai ¼ fi1; i2; i3g with 1r ilr3u; l¼ 1;2;3 be the solution
to the 3PP instance, i¼ 1;2;…;u. Then it follows that
ai1 þai2 þai3 ¼ B for all 1r iru. W.l.o.g., let ai1 rai2 rai3 , then for
any l¼ 1;2;3,

∑
l

k ¼ 1
aik r

lB
3
: ð1Þ

Now we construct the following solution π to the scheduling instance
(see Fig. 1). In the scheduling part, machine Mi processes exactly four
jobs ordered by Ji; Juþ i1 ; Juþ i2 and Juþ i3 . So the completion time of
each job in the facility can be calculated accordingly

Cπi ¼ pi ¼ ði�1Þ 2Mþ B
3u

� �
; ð2Þ

Cπuþ il
¼ piþ ∑

l

k ¼ 1
puþ ik ¼ ði�1Þ 2Mþ B

3u

� �
þ ∑

l

k ¼ 1
ð2uMþaik Þr

ðluþ i�1Þ 2Mþ B
3u

� �
ð3Þ

for 1r iru and l¼ 1;2;3, where the last inequality is due to (1).
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